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ABSTMCT 

Finite element modeling was used in combination with 20 MRI temperature 
mapping to calculate fluid to particle convective heat transfer coeficients (&,) 
across the sufaces of a carrot particle being heated with 80°C water with an 
average velocity of 4.4 cm/s. Heat transfer in the region of interest (image 
acquired from center of sample) was essentially two-dimensional because of the 
length of the carrot sliver The hfi at each surface was determined by trial and 
error matching of temperature contours in the model to those in the MRI image. 
Calculated values of hfi, (117-389 Wlm2 K) were within the range of those 
reported in the literature. The major advantages of this method are that the 
actual shape of the food particle is used in the model, and it can be utilized in 
applications where the particle does not heat uniformly from all directions. 
0 1998 Elsevier Science Limited. All rights reserved 

INTRODUCTION 

In an aseptic processing system for a fluid food containing particulates, two phases 
of heat transfer occur simultaneously. External heat is applied to the fluid rapidly 
increasing the temperature, and as the fluid temperature rises, heat is transferred to 
the particles. The rate of this convective heat transfer is a function of the physical 
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properties of the particle surface, the rheological properties of the fluid, and the 
relative motion of particle and fluid. The overall effect of these components is 
accounted for with the fluid to particle convective heat transfer coefficient (h,). 
Values for hrr, are very difficult to determine. Empirically determined formulas are 
available (de Ruyter & Brunet, 1973; Deniston et al., 1987) for applications involv- 
ing regularly shaped particles (spheres, cubes, etc.) with predictable flow patterns 
(relative velocity known). However, with aseptic processing systems the relative 
velocity is variable and difficult to determine. 

In a previous work (Hulbert et al., 1995) T,-weighted NMR imaging was reported 
as a means to map temperature distributions in particulates during heating. A 
review of related studies involving medical applications is also reported there. Using 
this technique with faster scan times could allow measurement of particulate cold 
point temperatures in a flowing system. In addition, measurement of heat transfer 
coefficients could aid in the design and model validation of aseptic systems. 

The objective of this study was to demonstrate the value of MRI temperature 
mapping for use in modeling applications in which temperature contours are diffi- 
cult to predict. Doran et al. (1994) compared a finite element model to 2D MRI 
temperature maps in a polymer block, but the temperature contours were easy to 
predict and were measured at steady state. In our study, a trial and error modeling 
procedure was used to match temperature contours with those measured with MRI. 
Such a trial and error procedure (demonstrated here in principle) will be very useful 
for aseptic processing applications if the scan times are able to be reduced to the 
order of milliseconds. 

THEORY 

The theory and mathematics for calculating temperature maps from Tr-weighted 
MRI images have been thoroughly discussed (Hulbert et al., 1995). In that work the 
T1 temperature dependence between 20°C and 80°C for processed carrot was deter- 
mined: 

T1 = 0.480 sec+0.03 18 sec/“C (1) 

Signal intensity for the two-dimensional Fourier transform spin echo imaging 
sequence used is a function of T1 and a proportionality factor ~(7’) based on the 
Boltzmann distribution: 

S= rc(T)p [l -e--TR’Tl] (2) 

Because both T1 and rc(7’) are temperature dependent an iterative solution pro- 
cedure is required. The repetition time (TR) is strategically set by the experimental 
operator for optimal temperature sensitivity. For a sample with a length-to-width 
ratio > 5.0, heat transfer at the center can be assumed to be two-dimensional. That 
is, the heating from the ends of the sample is neglected. The governing differential 
equation for this problem is 

(3) 
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where p is the density, C, is the specific heat, and k is the thermal conductivity. 
When the thermal conductivity is constant along both the x and y axes, then eqn (3) 
reduces to 

1 ?IT i3”T a2T 
--=-+- 
SI at ax2 ay2 

(4) 

where a is the thermal diffusivity. This is Poisson’s equation with temperature as the 
primary unknown. It can be used as the basis for the following matrix equation: 

ICI~~~+[~IUY =O (3 
where [C] is the specific heat matrix, [Kj is the thermal conductivity matrix (includ- 
ing equivalent face convection terms), and {T} is the node temperature vector. The 
transposed node temperature and time derivative node temperature vectors are 

(6) 
and 

(TJT=[T, T2 . . . T,] 

MATERIALS AND METHODS 

NMR imaging 

Images were acquired with a two-dimensional Fourier transform (2DFT) spin echo 
pulse sequence (Hahn, 1950). It was modified to allow use of the shortest possible 
TE so that T,-weighting would be maximized. A 200 MHz, 4.7 T (tesla) imager was 
used at the Biomedical Magnetic Resonance Laboratory at the University of Illinois. 
The saddle coil probe was 4 cm in diameter and the radio frequency coil region was 
8 cm long. Images were processed with image-processing software Viewit (1991). 

The MRI sampling parameters were TR = 0.74 s, TE = 17 ms, AZ = 0.47 cm, 
D, = 3 cm, DY = 1 cm, N, = 128, and NY = 16; where TR was the repetition time. TE 
was the echo delay time, AZ was the image slice thickness, D, was the field of view 
in the frequency encoding direction, DY was the field of view in the phase encoding 
direction, N, was the number of frequency encodes, and NY was the number of 
phase encodes. Therefore, the sampling resolution was O-234 mm in the frequency 
encoding direction and 0.625 mm in the phase encoding direction. Images were 
stretched in the phase encoding direction so that each dimension was 128 pixels 
long. 

Sample preparation and procedure 

A sliver 5 cm long was cut with a knife from a section of a carrot outside of the 
core. It was cut such that the cross-section was polygonal in shape in order to create 
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TABLE 1 
Fluid to Particle Convective Heat Transfer Coefficients (hf,,) Calculated by Finite Element 

Analysis 

Suface Length (mm) h, (WIm”K) 

i 
Literature values 

5.8 
0.9 
1.8 
5.5 
0.4 
25 
2.4 
1.2 
1.8 
- 

6 
156 
156 
389 

* 

156 
117 
233 
233 

55-350”, 239-303b, > 350’ 

*Heat transfer negligible compared to adjoining surfaces. 
“Potato spheres heated with 68°C water (Califano and Calvelo, 1983). 
bSweet potato cubes heated with 132°C water (Chang and Toledo, 1989). 
‘Carrot cubes heated with 140°C water (Chang and Toledo, 1990). 

different flow patterns of the heated water past the sample. Dimensions of the 
carrot cross-section are listed in Table 1. The sample was thoroughly cooked and 
was fixed within a plastic tube (7.5 mm id.) with a series of toothpick pieces. The 
cross-sectional area of the tube relative to the carrot was approximately 2:1, but one 
edge of the carrot was very close to the tube wall. The tube and sample were 
allowed to cool and were fixed in the center of the imaging probe. Insulated rubber 
tubing was connected to both ends of the sample tube, and the probe was centered 
within the imager (Fig. 1). Water from a constant temperature bath originally 
bypassed the sample until water in the bath and tubing reached 80°C. Three-way 
valves were then used to divert the flow through the sample tube, and the experi- 
ment was started when the water reached the sample tube 4 s later. The data 
acquisition time for each image was approximately 12 s. Therefore, each acquisition 
was started 6 s before the nominal sampling time. 

Modeling 

ANSYS 5.0 (1993) was used to model the temperature distributions within the 
carrot particulates. The ANSYS stiffness matrix was Stiff-55 (two-dimensional ther- 
mal solid). A two-dimensional mesh with several hundred elements was created with 
an automatic mesh generation routine. The mesh boundaries were set to match the 
dimensions of the MRI image. Thermal conductivity values (k = O-591 &0*006 W/ 
m K) for processed carrots were measured by Murakami (unpublished data, 1993). 
Specific heat (C, = 0.96 Cal/g “C) was calculated from the moisture content 
(C, = OGU4+0-2). The fluid to particle convective heat transfer coefficient (hr,,) at 
each surface was determined by trial and error matching of heating profiles in the 
model to those determined with MRI measurements. 

The matrix equation, eqn (5), was solved by an implicit direct integration scheme 
based on a modified Houbolt method. A quadratic temperature function 
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WATER BATH METERING PUMP 

Fig. 1. Schematic of experimental apparatus. 

T, = a+bt+ct2 

7 
1 

(4 
was differentiated and substituted into ean (5) to vield an eauation with three 

\I I 

unknowns: a, b, and c. With At being the t&e step between iteraGons, a 
equations was defined at (t, t-At, t -2At) and solved simultaneously 
integration equation: 

set of three 
to give the 

(9) 

This equation was solved for T, based on the solutions at the previous times. The 
integration time step & was chosen on the basis of the ‘conducting length’ of the 
element. The larger the thermal gradient to be resolved, the smaller both the 
element length and the integration time step. The initial At was selected using the 
relationship Ati =6*/(4a). In this relationship CI is the material thermal diffusivity, 
and 6 is the conducting length of an element in the region over which the largest 
gradient acts (usually the length parallel to the heat flow direction of the element 
adjacent to the surface). However, if At is too small, temperature oscillations may 
occur in the lower gradient regions. Abrupt changes in At between iterations are not 
recommended unless the temperature change is fairly linear. A time step optimiza- 
tion procedure was used to allow the most efficient use of CPU time. 
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RESULTS AND DISCUSSION 

The finite element mesh for the model is shown in Fig. 2. The model had nine sides 
or surfaces which were labeled with lower case letters. Surface ‘a’ was in contact 
with the wall of the tube containing the sample so there was only a slight flow of 
heating water past that surface and, therefore, little heat transfer. Heat transfer 
across the other surfaces of the carrot varied according to the local flow patterns of 
the water past each surface. The fluid to particle convective heat transfer coefficient 
h, at each surface was used as the load step or final boundary condition to solve the 
problem. The relative values for hfp were determined by trial and error by matching 
the temperature contours of the model to those in the MRI image (Fig. 3). The 
temperature contours did not change with time but only the magnitude of the 
temperatures. Therefore, any or all images can be used for this trial and error 
procedure. Because the procedure uses essentially all the data points, the measure- 

b 

e 

h 

Fig. 2. Finite element mesh generated to match the dimensions of the cross-sectional carrot 
slice. The dimensions of the surfaces designated with lower case letters are listed in Table 1. 
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ment error for relative values of h, is greatly reduced compared to the error of 
local temperature values. This is due to the fact that the measurement noise (radio 
frequency noise) is randomly distributed throughout the sample, and the error due 
to this noise is drastically reduced by signal averaging (Hulbert et al., 1995). How- 
ever, this in effect only determined the normalized value of hf,, in relation to the 
other eight surfaces. The magnitude of the h, values was determined by comparison 
of temperature magnitudes measured by MRI to the model. This was accomplished 
by taking a horizontal profile through the image and converting signal intensity to 
temperature using eqn (1). A profile of temperatures at the same location was 
calculated by the model and plotted versus the MRI data (Fig. 4). The values for h, 
(Table 1) were within the range of those reported in the literature for experiments 
with low fluid velocities (Califano & Calvelo, 1983; Chang & Toledo, 1989). Chang 
and Toledo (1990) calculated higher heat transfer coefficients for carrot cubes 
heated in water. However, the water temperature in their study was 140°C and 
therefore the fluid viscosity was lower. Also, h, is highly dependent on fluid velocity 
and particle size and shape. 

This method could be useful in confirming heat transfer models for foods of 
irregular shape or where the fluid flow is not uniform around the sample. In these 
cases cold point location and heat transfer patterns are unpredictable, and therefore 
modeling based on thermocouple readings is not practical. A temperature map is 
much more useful than limited number of point source temperatures, especially in 

55 

0 0.1 
Distance Froi2Point A (cm) 

0.3 0.4 

= MRI Data - Model 
Fig. 4. Temperature values from the finite element model were compared to those obtained 
with MRI. The comparison was made for a horizontal profile through the image beginning at 
point A. This was a trial and error procedure that yielded the calculated values of h, at each 

surface (Table 1). 
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determining relative values of hrr and/or locating the cold point of the sample. Also 
thermocouples are invasive and restrict the flow of the particles. Reduction in MRI 
temperature mapping scan times would allow the experimental error (due to tem- 
perature changes during data acquisition) to be reduced. 

There was considerable scatter in the local MRI temperature data (Fig. 4) but 
normalized values of hr, were not affected by this measurement noise. The actual 
magnitude of hf, values was significantly affected by the experimental error of the 
technique, but this is primarily due to the influence of scan time. Image processing 
procedures are being developed to allow faster scan times and at the same time 
reduce scatter caused by measurement noise (Hulbert, 1994). However, even with 
the scan time used in this study, the technique is useful in determining normalized 
or relative values of h,. 

This method could also be improved with the incorporation of more detailed 
thermal property data. For instance, the temperature dependence of thermal con- 
ductivity values is easily incorporated into the finite element model. Although the 
reported data was based on one replication, temperature maps were acquired at 
various time intervals. Normalized h, values were based on temperature contours 
the shape of which were the same at each time interval. The resolution of the 
contours was the greatest at the shortest heating time because of the magnitude of 
the temperature gradients. 
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