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# ESTIMATION IN THE PRESENCE OF INFINITELY MANY NUISANCE PARAMETERS—GEOMETRY OF ESTIMATING FUNCTIONS 

By Shun-ichi Amari and Masayuki Kumon<br>University of Tokyo


#### Abstract

When there exist nuisance parameters whose number increases in proportion to that of independent observations, it is in general difficult to get a consistent or efficient estimator of a common structural parameter. The present paper proposes a new theory based on a vector bundle consisting of certain random variables over the statistical model. Structures and properties of estimating functions are elucidated in the class of consistent estimators. A necessary and sufficient condition is obtained for the existence of a consistent estimator given by an estimating function. A necessary and sufficient condition is then given for the existence of the optimal estimator in this class, which is further obtained when it exists. In their derivations, the concept of dual connections and parallel transports plays an essential role. The results are applied to a special type of exponential family, and the optimal estimators are explicitly obtained in some examples. This explains the reason why the conditional score plays an important role.


1. Introduction. The present paper treats the problem of estimating a structural parameter when there exist nuisance parameters whose number increases in proportion to the number of independent observations. Let $x_{1}, \ldots, x_{n}$ be $n$ independent observations, where each $x_{i}$ is a vector random variable whose density function is given by $p\left(x_{i} ; \theta, \xi_{i}\right)$. The scalar parameter $\theta$ is to be estimated and is called a structural parameter. The $\xi_{i}, i=1, \ldots, n$, are scalar nuisance parameters, which are unknown, taking on arbitrary values, and they are not necessarily an i.i.d. sample from an unknown distribution $p(\xi)$ of $\xi$. The problem is considered asymptotically in $n$, so that estimators of the structural parameter are evaluated by their asymptotic behaviors for large $n$.

This problem was treated by Neyman and Scott (1948), where it was remarked that the maximum likelihood estimator does not necessarily enjoy the consistency or the asymptotic efficiency in the sense of attaining the Cramér-Rao bound. Since then, many researchers have tackled this problem. Andersen (1970) showed that the conditional maximum likelihood estimator is consistent in a special type of model. See also Cox (1975). Concerning efficiency, Godambe (1976) introduced the conditional score function and showed its optimality in a finite but special case. Lindsay (1982) extended this idea in an asymptotic but more general situation.

[^0]We treated this problem in Kumon and Amari (1984) from the geometrical point of view. Three classes of estimators $C_{0} \supset C_{1} \supset C_{2}$ were introduced: A $C_{0}$-estimator is given as the solution of the equation

$$
\sum_{i=1}^{n} y\left(x_{i}, \theta\right)=0
$$

where $y(x, \theta)$ is called an estimating function; see Godambe $(1960,1976)$ and Godambe and Thompson (1978). The class $C_{1}$ consists of all the consistent estimators in $C_{0}$, and the class $C_{2}$ consists of all the uniformly informative estimators in $C_{1}$. The main result in Kumon and Amari (1984) is that a new lower bound, other than the Cramér-Rao bound, is given for the asymptotic variance of estimators in $C_{2}$ and the optimal estimators in $C_{2}$ are explicitly given for some examples.

The aim of the present paper is to study the structure and the asymptotic behavior of all the $C_{1}$-estimators or estimating functions, providing a geometric theory of estimating functions; cf. Godambe (1960, 1976) and Godambe and Thompson (1978). We solve the following three problems for $C_{1}$-estimators by constructing a differential geometrical theory. They are (i) to give a necessary and sufficient condition for the existence of $C_{1}$-estimators, (ii) to elucidate structures of all the $C_{1}$-estimators and (iii) to give a necessary and sufficient condition for the existence of the optimal $C_{1}$-estimator and to obtain it when it exists. The theory is applied to statistical models in which there exists a sufficient statistic $s(x, \theta)$ for the nuisance parameter $\xi$ when $\theta$ is fixed, where abstract results in this paper become very transparent. The present theory also explains why the conditional score plays an important role [Andersen (1970) and Godambe (1976)]. We can also treat the case when the number of dimensions of $x_{i}$ is different for each $i$. This case occurs when a different number $q_{i}$ of independent observations are made from a distribution $p\left(x ; \theta, \xi_{i}\right)$ for each $i$. It is possible to construct a geometrical theory of $C_{2}$-estimators, although limitation of space does not permit us to describe it.

It should be remarked that there are many other approaches to this type of problem. Our approach is to obtain the estimator in $C_{1}$ which is universally optimal for any sequence of nuisance parameters $\xi_{1}, \xi_{2}, \ldots$. This criterion of optimality is very strong so that the best estimator exists only in a very restricted class of distributions. Indeed, it is the aim of the present paper to obtain the class of such distributions and to obtain the optimal estimator in this class. Another approach is to obtain the optimal estimator depending on the realized sequence $\xi_{1}, \xi_{2}, \ldots$ when it can be regarded as an i.i.d. sample from an unknown but fixed distribution $p(\xi)$. Such a problem is said to be semiparametric [Begun, Hall, Huang and Wellner (1983)], and the optimal estimator has already been obtained by using the adaptive estimator technique [Stein (1956), Bickel (1982) and Pfanzagl (1982); see also Bickel and Klaassen (1986)]. Lindsay $(1983,1985)$ also treated this problem. The third one is the minimax approach, aimed at obtaining the optimal estimator in the minimax sense, that is, to minimize the estimating loss provided the worst sequence $\xi_{1}, \xi_{2}, \ldots$ is chosen
from some prescribed class; see Hasminskii and Ibragimov (1983) and Nussbaum (1984). Obviously, the optimal solutions are different when the problems are set up in different ways. However, it is expected that the geometrical approach is useful and helpful for other approaches.

The present theory is constructed on the basis of differential geometry [see Amari (1982), Amari (1985), Amari, Barndorff-Nielsen, Kass, Lauritzen and Rao (1987) and Barndorff-Nielsen, Cox and Reid (1986)], and the concept of Hilbert fiber bundle (see Appendix D) and a pair of dual affine connections or parallel transports play a fundamental role. This suggests a new direction of development as well as its usefulness of the differential geometrical approach in statistics. However, we cannot be able to spare so much space for rigorous differential geometrical treatment. Refer to Kobayashi and Nomizu (1963) for detailed accounts on fiber bundles.
2. Explanation of the problem and classes of estimators. We begin with describing the problem, the classes of estimators treated here and the regularity conditions. Let $M=\{p(x ; \theta, \xi)\}$ be a parametric statistical model, where $p(x ; \theta, \xi)$ is the probability density function of a $q$-dimensional vector random variable $x$ specified by two scalar parameters $\theta$ and $\xi$. Let $x_{1}, x_{2}, \ldots, x_{n}, \ldots$ be a sequence of independent observations, where the $i$ th observation $x_{i}$ is assumed to be subject to $p\left(x ; \theta, \xi_{i}\right), i=1,2, \ldots$ In other words, the parameter $\theta$, which is called the structural parameter, is common to all the observations but the value of the parameter $\xi$, which is called the nuisance or incidental parameter, changes observation by observation. Let $\bar{x}=\left(x_{1}, x_{2}, \ldots\right)$ be an infinite sequence of observations and let $\bar{\xi}=\left(\xi_{1}, \xi_{2}, \ldots\right)$ be a corresponding infinite sequence of the values of $\xi$. We put $\bar{x}_{n}=\left(x_{1}, \ldots, x_{n}\right)$ and $\bar{\xi}_{n}=\left(\xi_{1}, \ldots, \xi_{n}\right)$ for their $n$ sections. The problem is to estimate the structural parameter $\theta$ based on the $n$ observations $\bar{x}_{n}$ without any knowledge of the true $\bar{\xi}_{n}$. We evaluate the asymptotic behavior of an estimator $\hat{\theta}\left(\bar{x}_{n}\right)$ for large $n$ and search for the best estimator in a class of estimators given in the following discussion. In Section 5 we treat the case where the dimension number $q_{i}$ of the $i$ th observation $x_{i}$ is not necessarily the same for all $i$. This is the case when an unequal number $q_{i}$ of independent observations is repeated for the distribution $p\left(x ; \theta, \xi_{i}\right)$ in the $i$ th trial.

We introduce the following classes of estimators [Kumon and Amari (1984)].
(i) Class $C_{0}$ : An estimator $\hat{\theta}$ belongs to $C_{0}$, when it is given by the solution of the estimating equation for some $y(x, \theta)$,

$$
\begin{equation*}
\sum_{i=1}^{n} y\left(x_{i}, \hat{\theta}\right)=0 . \tag{2.1}
\end{equation*}
$$

The function $y(x, \theta)$, which depends neither on $\xi$ nor on $n$, is called the estimating function of the estimator. Notice that two estimating functions $y(x, \theta)$ and $a(\theta) y(x, \theta)$ give the same estimator $\hat{\theta}$, provided $a(\theta) \neq 0$ for all $\theta$.
(ii) Class $C_{1}$ : An estimator $\hat{\theta}$ in class $C_{0}$ belongs to $C_{1}$, when it is consistent and is asymptotically normally distributed with a variance of order $n^{-1}$.

When there is no fear of confusion, we write as $y(x, \theta) \in C_{1}$ when the associated $\hat{\theta}$ belongs to $C_{1}$. The present paper studies characteristics of estimators in the class $C_{1}$.

We assume several regularity conditions in the following. Since we have interest in geometrical structures of the present problem rather than the rigorous regularity conditions, they are stronger than needed.
(1) The statistical model $M$ forms a two-dimensional differentiable manifold in which the parameters $(\theta, \xi) \in \Theta \times \Xi$ give a coordinate system of $M$. Thus, the parameter space $\Theta \times \Xi$ is an open subset of $\mathbb{R}^{2}$.
(2) Let $u(x ; \theta, \xi)$ and $v(x ; \theta, \xi)$ be the $\theta$ - and $\xi$-score functions for the likelihood $p(x ; \theta, \xi)$,

$$
\begin{align*}
u(x ; \theta, \xi) & =\partial_{\theta} \log p(x ; \theta, \xi)  \tag{2.2}\\
v(x ; \theta, \xi) & =\partial_{\xi} \log p(x ; \theta, \xi) \tag{2.3}
\end{align*}
$$

where $\partial_{\theta}=\partial / \partial \theta, \partial_{\xi}=\partial / \partial \xi$. It is assumed that

$$
\begin{align*}
& E_{\theta, \xi^{\prime}}\left[u(x ; \theta, \xi)^{2}\right]<\infty,  \tag{2.4}\\
& E_{\theta, \xi^{\prime}}\left[v(x ; \theta, \xi)^{2}\right]<\infty, \tag{2.5}
\end{align*}
$$

for any $\theta, \xi, \xi^{\prime}$, where $E_{\theta, \xi^{\prime}}$ denotes the expectation with respect to $p\left(x ; \theta, \xi^{\prime}\right)$. Moreover, it is assumed that the Fisher information matrix is nondegenerate.
(3) Estimating functions are smooth in $\theta$, and $y(x, \theta)$ and $\partial_{\theta} y(x, \theta)$, where $\partial_{\theta}=\partial / \partial \theta$, have finite third-order moments on the entire $M$.

The asymptotic variance of an estimator $\hat{\theta}$ is calculated as follows. By expanding the estimating equation (2.1) around the true $\theta$, we have

$$
\sum\left\{y\left(x_{i}, \theta\right)+\partial_{\theta} y\left(x_{i}, \theta\right)(\hat{\theta}-\theta)\right\}=O_{p}\left(|\hat{\theta}-\theta|^{2}\right)
$$

From the regularity condition (3), we see that, for any sequence $\bar{\xi}$ and any $\theta$, $n^{-1} \Sigma y\left(x_{i}, \theta\right)$ and $n^{-1} \Sigma \partial_{\theta} y\left(x_{i}, \theta\right)$ converge to their expectations in probability. Hence, we have

$$
n^{1 / 2}(\hat{\theta}-\theta)=-\left\{n^{-1 / 2} \sum y\left(x_{i}, \theta\right)\right\} /\left\{n^{-1} \sum \partial_{\theta} y\left(x_{i}, \theta\right)\right\}+O_{p}\left(n^{-1 / 2}\right)
$$

Moreover, the central limit theorem holds for the random variable $n^{-1 / 2} \sum y\left(x_{i}, \theta\right)$. This shows that $\hat{\theta}$ is asymptotically normally distributed and is consistent for any $\bar{\xi}$ and any $\theta$, when and only when its estimating function $y(x, \theta)$ satisfies

$$
E_{\theta, \xi}[y(x, \theta)]=0
$$

for all $(\theta, \xi)$, provided $E_{\theta, \xi}\left[\partial_{\theta} y(x, \theta)\right] \neq 0$. The asymptotic variance of $\hat{\theta}$ defined by

$$
\text { a.v. }[\hat{\theta} ; \theta, \bar{\xi}]=\lim _{n \rightarrow \infty} E_{\theta, \bar{\xi}_{n}}\left[n(\hat{\theta}-\theta)^{2}\right]
$$

is given by

$$
\begin{equation*}
\text { a.v. }[\hat{\theta} ; \theta, \bar{\xi}]=\left\langle\left\langle y(x, \theta)^{2}\right\rangle\right\rangle_{\bar{\xi}} /\left\langle\left\langle\partial_{\theta} y(x, \theta)\right\rangle\right\rangle_{\bar{\xi}}^{2}, \tag{2.6}
\end{equation*}
$$

where $\left\langle\rangle\rangle_{\bar{\xi}}\right.$ denotes

$$
\langle\langle a(x)\rangle\rangle_{\bar{\xi}}=\lim _{n \rightarrow \infty} n^{-1} \sum_{i=1}^{n} E_{\theta, \xi_{i}}\left[a\left(x_{i}\right)\right]
$$

We thus have
Theorem 1. An estimator $\hat{\theta}$ belongs to $C_{1}$, when and only when its estimating function $y(x, \theta)$ satisfies

$$
E_{\theta, \xi}[y(x, \theta)]=0, \quad E_{\theta, \xi}\left[y^{2}\right]<\infty, \quad E_{\theta, \xi}\left[\partial_{\theta} y\right]^{2}>\varepsilon,
$$

for some $\varepsilon>0$.
An estimator $\hat{\theta} \in C_{1}$ is said to be asymptotically universally optimal or shortly optimal when for all $\bar{\xi}$ and $\theta$ its asymptotic variance is not larger than that of any other $\hat{\theta}^{\prime} \in C_{1}$, i.e.,

$$
\text { a.v. }[\hat{\theta} ; \theta, \bar{\xi}] \leq \text { a.v. }\left[\hat{\theta}^{\prime} ; \theta, \bar{\xi}\right]
$$

holds for all $\bar{\xi}$ and $\theta$.
One may think that the estimating equation (2.1) is very special, because it is a sum of independent random variables $y\left(x_{1}, \theta\right), \ldots, y\left(x_{n}, \theta\right)$. A more general form of estimating equation is $Y\left(\bar{x}_{n}, \hat{\theta}\right)=0$, which cannot in general be decomposed into the sum $\Sigma y\left(x_{i}, \theta\right)$. Therefore, we need to treat an extended class $C_{1}^{\prime}$ consisting of general estimating functions $Y\left(\bar{x}_{n}, \theta\right)$ 's satisfying $E_{\theta, \bar{\xi}_{n}}\left[Y\left(\bar{x}_{n}, \theta\right)\right]=$ $0, E_{\theta, \bar{\xi}_{n}}\left[Y^{2}\right]<\infty$ and $E_{\theta, \bar{\xi}_{n}}\left[\partial_{\theta} Y\left(\bar{x}_{n}, \theta\right)\right]^{2}>\varepsilon$ for any $\theta$ and $\bar{\xi}_{n}$, where $E_{\theta, \bar{\xi}_{n}}$ denotes the expectation with respect to $p\left(\bar{x}_{n} ; \theta, \bar{\xi}_{n}\right)=\prod_{i=1}^{n} p\left(x_{i} ; \theta, \xi_{i}\right)$. However, it can be shown that if the optimal estimator exists in $C_{1}^{\prime}$ and is symmetric with respect to $n$ variables $\bar{x}_{n}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, then the corresponding estimating function $Y^{*}\left(\bar{x}_{n}, \theta\right)$ can be expressed as the sum $Y^{*}\left(\bar{x}_{n}, \theta\right)=\Sigma y^{*}\left(x_{i}, \theta\right)$ (see Appendix A).

## 3. Hilbert bundle on statistical model.

3.1. Hilbert bundle. This subsection introduces the notion of a vector bundle on the statistical model $M$. This bundle will provide a framework for analyzing the class $C_{1}$ of estimators. With each point $(\theta, \xi)$ of the two-dimensional manifold $M=\{p(x ; \theta, \xi)\}$, we associate a linear space $R_{\theta, \xi}$ consisting of all the random variables $r(x)$ which have zero expectations with respect to $p(x, \theta, \xi)$ and finite second-order moments,

$$
\begin{equation*}
R_{\theta, \xi}=\left\{r(x) \mid E_{\theta, \xi}[r(x)]=0, E_{\theta, \xi^{\prime}}\left[r(x)^{2}\right]<\infty\right\} \tag{3.1}
\end{equation*}
$$

for any $\xi^{\prime}$. It includes the $\theta$ - and $\xi$-score functions, $u(x ; \theta, \xi) \in$ $R_{\theta, \xi}, v(x ; \theta, \xi) \in R_{\theta, \xi}$. Intuitively, any $r(x) \in R_{\theta, \xi}$ represents a direction of small relative deviation of the probability distribution $p(x ; \theta, \xi)$, because

$$
p(x ; \theta, \xi)\{1+\varepsilon r(x)\}
$$

is a probability distribution which does not necessarily belong to $M$, but is close to $p(x ; \theta, \xi)$, when $\varepsilon$ is infinitesimally small. The score functions $u$ and $v$ represent the deviations of $p(x ; \theta, \xi)$ caused by a small change in $\theta$ and $\xi$, respectively. The linear space spanned by these scores

$$
\begin{equation*}
T_{\theta, \xi}=\{a u(x ; \theta, \xi)+b v(x ; \theta, \xi)\} \tag{3.2}
\end{equation*}
$$

where $a$ and $b$ are scalar coefficients, is the tangent space at $(\theta, \xi)$ of $M$, where the natural basis $\partial_{\theta}$ and $\partial_{\xi}$ are represented, respectively, by the random variables $u$ and $v$ [see Amari (1985)]. It is a linear subspace of $R_{\theta, \xi}$.

An aggregate of $R_{\theta, \xi}$ 's at all $(\theta, \xi) \in M$ is denoted by

$$
\begin{equation*}
R=\bigcup_{\theta, \xi} R_{\theta, \xi} \tag{3.3}
\end{equation*}
$$

Such an aggregate is called a fiber bundle over $M$, when all the $R_{\theta, \xi}$ 's are homeomorphic to a topological space $F$ and, for any point denoted by $(\theta, \xi)$, there exists a neighborhood $N(\theta, \xi)$ of $(\theta, \xi)$ such that $\bigcup_{\left(\theta^{\prime}, \xi^{\prime}\right) \in N(\theta, \xi)} R_{\theta^{\prime}, \xi^{\prime}}$ is homeomorphic to the direct product $N(\theta, \xi) \times F$ (see Appendix D). The space $R_{\theta, \xi}$ is called a fiber over a point $(\theta, \xi)$. The present $R$ is a Hilbert bundle over $M$, because each fiber $R_{\theta, \xi}$ is a natural Hilbert space of random variables whose inner product is defined by

$$
\begin{equation*}
\langle r, s\rangle_{\theta, \xi}=E_{\theta, \xi}[r s], \quad \text { for } r, s \in R_{\theta, \xi} . \tag{3.4}
\end{equation*}
$$

Similarly, we can define a vector bundle by the aggregate of $T_{\theta, \xi}$ 's,

$$
\begin{equation*}
T=\bigcup_{\theta, \xi} T_{\theta, \xi} \tag{3.5}
\end{equation*}
$$

This is called the tangent bundle of $M$. It is a subbundle of $R$. Let us denote the inner products of the two score functions $u, v \in T_{\theta, \xi}$ by

$$
g_{\theta \theta}=\langle u, u\rangle, \quad g_{\theta \xi}=\langle u, v\rangle, \quad g_{\xi \xi}=\langle v, v\rangle
$$

Then the resulting $2 \times 2$ matrix

$$
g=\left[\begin{array}{ll}
g_{\theta \theta} & g_{\theta \xi} \\
g_{\theta \xi} & g_{\xi \xi}
\end{array}\right]
$$

is the Fisher information matrix of $M$. This is a Riemannian metric of $M$ [Rao (1945) and Amari (1985)].

We next define the concept of a section of the bundle $R$. A function $r(x ; \theta, \xi)$ of $x, \theta$ and $\xi$ is called a (smooth) section, when it defines an element $r(x ; \theta, \xi) \in$ $R_{\theta, \xi}$ for each point $(\theta, \xi) \in M$, i.e., it satisfies

$$
E_{\theta, \xi}[r(x ; \theta, \xi)]=0, \quad E_{\theta, \xi^{\prime}}\left[r^{2}\right]<\infty
$$

for all $(\theta, \xi)$ and $\xi^{\prime}$. The set of all the sections of $R$ is denoted by $S(R)$,

$$
\begin{equation*}
S(R)=\left\{r(x ; \theta, \xi) \mid r(x ; \theta, \xi) \in R_{\theta, \xi}\right\} \tag{3.6}
\end{equation*}
$$

where $r$ is smooth in $\theta$ and $\xi$. It is again a vector space. An estimating function $y(x, \theta) \in C_{1}$ is an example of a section, because it satisfies $E_{\theta, \xi}[y]=0$, $E_{\theta, \xi}\left[y^{2}\right]<\infty$ for all $(\theta, \xi)$ and $\xi^{\prime}$. However, it is a special section in the sense that $y(x, \theta)$ is free of $\xi$.

A section $t$ of the tangent bundle $T$ is similarly defined. It is a random variable $t(x ; \theta, \xi) \in T_{\theta, \xi}$, smoothly depending on $\theta$ and $\xi$. It is also called a vector field on $M$. The $\theta$-score $u(x ; \theta, \xi)$ and the $\xi$-score $v(x ; \theta, \xi)$ are examples of the vector fields, and a section $t(x ; \theta, \xi)$ is uniquely decomposed into the sum

$$
t(x ; \theta, \xi)=a(\theta, \xi) u(x ; \theta, \xi)+b(\theta, \xi) v(x ; \theta, \xi)
$$

The vector space consisting of all the sections of $T$ is denoted by $S(T)$. It is a subspace of $S(R)$.

In order to give an intuitive understanding of our general theory, a special type of statistical model, which we call the $\xi$-exponential type, will be used as a general example. When the density function is written as

$$
\begin{equation*}
p(x ; \theta, \xi)=\exp \{\xi s(x, \theta)+r(x, \theta)-\psi(\theta, \xi)\} \tag{3.7}
\end{equation*}
$$

with respect to some dominating measure $P(x)$, a statistical model $M$ is called a $\xi$-exponential family. For each fixed $\theta$, it is an exponential family for the nuisance parameter $\xi$ with sufficient statistic $s(x, \theta)$. This type of statistical model is widely used for examining the present problem, e.g., Andersen (1970), Godambe (1976), Lindsay (1982), etc.

Example 1. Let $x_{1} \sim N(\xi, 1)$ and $x_{2} \sim N(\theta \xi, 1)$ be two independent normal random variables with unit variance. Then the joint density function of $x=$ ( $x_{1}, x_{2}$ ) is given by

$$
\begin{aligned}
p(x ; \theta, \xi) & =\exp \left\{-\frac{1}{2}\left(x_{1}-\xi\right)^{2}-\frac{1}{2}\left(x_{2}-\theta \xi\right)^{2}-\log (2 \pi)\right\} \\
& =\exp \left\{\xi\left(x_{1}+\theta x_{2}\right)-\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right)-\frac{1}{2} \xi^{2}\left(\theta^{2}+1\right)-\log (2 \pi)\right\}
\end{aligned}
$$

This is a $\xi$-exponential family with

$$
s(x, \theta)=x_{1}+\theta x_{2}, \quad r(x, \theta)=-\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right)
$$

The scores are given by

$$
\begin{aligned}
& u(x ; \theta, \xi)=\xi\left(x_{2}-\theta \xi^{2}\right) \\
& v(x ; \theta, \xi)=x_{1}+\theta x_{2}-\xi\left(1+\theta^{2}\right)
\end{aligned}
$$

and are examples of the vector field. An example of a section is

$$
r(x ; \theta, \xi)=\left(x_{1}-\xi\right)^{3}+\theta \xi\left(x_{2}-\theta \xi\right)^{3}
$$

The quantity

$$
y(x ; \theta, \xi)=\left(x_{1}+\theta x_{2}\right)\left(x_{2}-\theta x_{1}\right)
$$

is another example of a section. Since it is free of $\xi$, it is an estimating function of a consistent estimator belonging to $C_{1}$.
3.2. A dual pair of parallel transports in $R$. A dual pair of covariant derivatives or parallel transports are introduced here. They play a central role in the present geometrical theory. Let us first define a family of differential operators $\nabla_{\xi}^{(\alpha)}$ depending on a real parameter $\alpha$. It operates on a section
$r(x ; \theta, \xi)$ as

$$
\begin{equation*}
\nabla_{\xi}^{(\alpha)} r=\partial_{\xi} r-\frac{1+\alpha}{2} E_{\theta, \xi}\left[\partial_{\xi} r\right]+\frac{1-\alpha}{2} r v, \tag{3.8}
\end{equation*}
$$

where $v$ is the $\xi$-score defined by (2.3).
We call $\nabla_{\xi}^{(\alpha)}$ the $\alpha$-covariant derivative in the direction of the $\xi$-coordinate. This is a natural generalization of the $\alpha$-covariant derivative or the $\alpha$-connection [see Amari (1985)]. It is easy to prove

$$
\begin{equation*}
E_{\theta, \xi}\left[\nabla_{\xi}^{(\alpha)} r\right]=0 \tag{3.9}
\end{equation*}
$$

because of the identity

$$
\partial_{\xi} E_{\theta, \xi}[r]=E_{\theta, \xi}\left[\partial_{\xi} r\right]+E_{\theta, \xi}[r v] .
$$

Hence, $\nabla_{\xi}^{(a)}$ is a mapping from $S(R)$ to itself. The cases with $\alpha= \pm 1$ are especially important. We denote the $\alpha=1$ and -1 covariant derivatives by $\nabla_{\xi}^{(e)}$ and $\nabla_{\xi}^{(m)}$, and call them the exponential ( $e-$ ) and the mixture ( $m$-) covariant derivatives, respectively. It is easy to define the $\alpha$-covariant derivative $\nabla_{\theta}^{(\alpha)}$ in the $\theta$-direction in a similar manner and then to extend it in arbitrary directions. It is also not difficult to prove that the properties of covariant differentiation are satisfied by the preceding definition, although we do not mention them.

A section $r(x ; \theta, \xi) \in S(R)$ satisfying

$$
\begin{equation*}
\nabla_{\xi}^{(\alpha)} r=0 \tag{3.10}
\end{equation*}
$$

is called an $\alpha$-parallel section along the $\xi$-coordinate. Since (3.10) is a first-order linear ordinary differential equation, we obtain an $\alpha$-parallel section $r$ by solving it. In particular, when $r_{0}(x, \theta) \in R_{\theta, \xi_{0}}$ is specified at one $\xi_{0}$, we can uniquely extend it to the $\alpha$-parallel section $r(x ; \theta, \xi)$ which satisfies

$$
r\left(x ; \theta, \xi_{0}\right)=r_{0}(x, \theta)
$$

This extension defines the mapping

$$
{ }^{(\alpha)} \pi_{\xi_{0} \xi}: R_{\theta, \xi_{0}} \rightarrow R_{\theta, \xi},
$$

which maps $r_{0}(x, \theta) \in R_{\theta, \xi_{0}}$ to ${ }^{(\alpha)} \pi_{\xi_{0}}^{\xi} r_{0}=r(x ; \theta, \xi) \in R_{\theta, \xi}$. It is an isomorphism from $R_{\theta, \xi_{0}}$ to $R_{\theta, \xi}$, and we call it the $\alpha$-parallel transport from $R_{\theta, \xi_{0}}$ to $R_{\theta, \xi}$ along the $\xi$-coordinate. Using the $\alpha$-parallel transport ${ }^{(\alpha)} \pi_{\xi}^{\xi}$, the $\alpha$-covariant derivative can be expressed as

$$
\nabla_{\xi}^{(\alpha)} r=\lim _{\xi^{\prime} \rightarrow \xi} \frac{1}{\xi^{\prime}-\xi}\left\{{ }^{(\alpha)} \pi \xi^{\xi} r\left(x ; \theta, \xi^{\prime}\right)-r(x ; \theta, \xi)\right\}
$$

In order to obtain the parallel transport of $a=a(x, \theta) \in R_{\theta, \xi_{0}}$, we need to solve the differential equation $\nabla_{\xi}^{(\alpha)} r=0$ with the initial condition $r\left(x ; \theta, \xi_{0}\right)=a$ at $\xi=\xi_{0}$. The $e$ - and $m$-parallel transports corresponding to $\alpha=1$ and $\alpha=-1$, which are of our concern, are explicitly given as

$$
\begin{align*}
{ }^{(e)} \pi_{\xi}^{\xi^{\prime}} a & =a-E_{\theta, \xi^{\prime}}[a]  \tag{3.11}\\
(m) \pi \xi_{\xi}^{\prime} & =\left\{p(x ; \theta, \xi) / p\left(x ; \theta, \xi^{\prime}\right)\right\} a \tag{3.12}
\end{align*}
$$

These are derived by solving (3.10) for $\alpha=1$ and -1 , respectively.
A remarkable feature of (3.11) and (3.12) is that they depend only on the end points $\xi$ and $\xi^{\prime}$. This is trivial in the present case where $\xi$ is a scalar. However, in a general case when $\xi$ is a vector parameter, there are many routes connecting two points $\xi$ and $\xi^{\prime}$. It is easy to define the $\alpha$-covariant derivative in this general case. The problem is whether the $\alpha$-parallel transport ${ }^{(\alpha)} \pi \xi^{\xi^{\prime}}$ depends on the route connecting $\xi$ and $\xi^{\prime}$ or not. This in turn depends on whether the $\alpha$-curvature of $R$ vanishes or not. The answer is that $R$ is curvature-free for $\alpha= \pm 1$, and ${ }^{(e)} \pi \xi^{\xi^{\prime}}$ and ${ }^{(m)} \pi_{\xi}^{\xi^{\prime}}$ do not depend on the route. The proof is given in Appendix B. Because of this property, the present theory can directly be extended to the case with vector $\theta$ and vector $\xi$ without essential change.

As a final account, we note the relationship between the metric and the parallel transport. A parallel transport $\pi_{\xi}^{\xi^{\prime}}$ is said to be metric, when it preserves the metric structure of $R$ in the sense that, for $r, s \in R_{\theta, \xi}$,

$$
\langle r, s\rangle_{\xi}=\left\langle\pi \xi_{\xi}^{\xi^{\prime}} r, \pi \xi_{\xi}^{\xi^{\prime}}\right\rangle_{\xi^{\prime}}
$$

where $\langle r, s\rangle_{\xi}$ is an abbreviation of $\langle r, s\rangle_{\theta, \xi}$. Two parallel transports $\pi \xi^{\xi^{\prime}}$ and $\tilde{\pi}_{\xi}^{\xi^{\prime}}$ are said to be mutually dual, when they together preserve the metric in the sense that

$$
\langle r, s\rangle_{\xi}=\left\langle\pi \xi_{\xi}^{\xi^{\prime}} r, \tilde{\pi}_{\xi}^{\xi^{\prime}} s\right\rangle_{\xi^{\prime}}
$$

[see Nagaoka and Amari (1982) and Amari (1985)]. It is easy to prove
Theorem 2. The $\alpha$ - and - $\alpha$-parallel transports are mutually dual. In particular, the 0-parallel transport is metric.

For $\alpha= \pm 1$, the $e$ - and $m$-parallel transports are mutually dual,

$$
\begin{equation*}
\langle r, s\rangle_{\xi}=\left\langle^{(e)} \pi \xi^{\xi^{\prime}} r,{ }^{(m)} \pi \xi_{\xi}^{\prime} s\right\rangle_{\xi^{\prime}} \tag{3.13}
\end{equation*}
$$

Its differential expression is

$$
\partial_{\xi}\langle r, s\rangle_{\xi}=\left\langle{ }^{(e)} \nabla_{\xi} r, s\right\rangle_{\xi}+\left\langle r,{ }^{(m)} \nabla_{\xi} s\right\rangle_{\xi},
$$

for $r, s \in S(R)$. These formulas will be frequently used in due course.
Example 1 (continued). The $m$ - and $e$-parallel transports of $u(\xi)=$ $u(x ; \theta, \xi)$ and $v(\xi)=v(x ; \theta, \xi)$ from $\xi$ to $\xi^{\prime}$ are given as

$$
{ }^{(m)} \pi \xi^{\prime} u(\xi)=A u(\xi), \quad{ }^{(m)} \pi \xi^{\xi^{\prime}} v(\xi)=A v(\xi)
$$

where

$$
\begin{aligned}
A & =\exp \left\{\left(\xi-\xi^{\prime}\right)\left(x_{1}+\theta x_{2}\right)-\frac{1}{2}\left(1+\theta^{2}\right)\left(\xi^{2}-\xi^{\prime 2}\right)\right\} \\
{ }^{(e)} \pi \xi^{\xi^{\prime}} u(\xi) & =\xi\left(x_{2}-\theta \xi^{\prime}\right)=\left(\xi / \xi^{\prime}\right) u\left(\xi^{\prime}\right) \\
{ }^{(e)} \pi_{\xi^{\prime}}^{\xi^{\prime}} v(\xi) & =x_{1}+\theta x_{2}-\xi^{\prime}\left(1+\theta^{2}\right)=v\left(\xi^{\prime}\right)
\end{aligned}
$$

3.3. Direct sum decomposition of $R$. By using the dual $e$ - and $m$-parallel transports, we study the direct sum decomposition of the Hilbert space $R_{\theta, \xi}$ and
the Hilbert bundle $R$. Let

$$
{ }^{(m)} \pi \xi_{\xi^{\prime}} T_{\theta, \xi^{\prime}}=\left\{{ }^{(m)} \pi \xi^{\xi} t \mid t \in T_{\theta, \xi^{\prime}}\right\}
$$

be the $m$-parallel transport from $\xi^{\prime}$ to $\xi$ of the tangent space $T_{\theta, \xi^{\prime}}$ at $\left(\theta, \xi^{\prime}\right)$. It is a linear subspace of $R_{\theta, \xi}$. Let us consider the union of such ${ }^{(m)}{ }^{\pi} \xi^{\xi} T_{\theta, \xi^{\prime}}$ for all $\xi^{\prime}$,

$$
\bigcup_{\xi^{\prime}}^{(m)} \pi_{\xi^{\xi}}^{\prime} T_{\theta, \xi^{\prime}}
$$

and let $R_{\theta, \xi}^{T}$ be the smallest closed linear subspace of $R_{\theta, \xi}$ including the preceding union. In other words, $R_{\theta, \xi}^{T}$ is the closure of the subspace spanned by the vectors for all $\xi^{\prime}$ of the $m$-parallel transports from $\xi^{\prime}$ to $\xi$ of the tangent vectors $t \in T_{\theta, \xi^{\prime}}$. Then $R_{\theta, \xi}$ is decomposed into the following direct sum

$$
\begin{equation*}
R_{\theta, \xi}=R_{\theta, \xi}^{T} \oplus R_{\theta, \xi}^{A} \tag{3.14}
\end{equation*}
$$

where $R_{\theta, \xi}^{A}$ is the orthogonal complement of $R_{\theta, \xi}^{T}$ in $R_{\theta, \xi}$ with respect to the inner product (3.4). We call $R_{\theta, \xi}^{T}$ the tangential subspace of $R_{\theta, \xi}$ and call $R_{\theta, \xi}^{A}$ the ancillary subspace of $R_{\theta, \xi}$.

We next decompose the $R_{\theta, \xi}^{T}$. Let $R_{\theta, \xi}^{N}$ be the closure of the linear subspace spanned by the $m$-parallel transports from $\xi^{\prime}$ to $\xi$ of the $\xi$-scores $v \in T_{\theta, \xi^{\prime}}$ for all $\xi^{\prime}$, i.e., the minimal closed subspace including ${ }^{(m)} \pi \xi^{\xi} v\left(x ; \theta, \xi^{\prime}\right)$ for any $\xi^{\prime}$. Obviously, $R_{\theta, \xi}^{N}$ which is called the nuisance subspace, is a closed subspace of $R_{\theta, \xi}^{T}$. Hence, $R_{\theta, \xi}^{T}$ is decomposed into the following direct sum

$$
\begin{equation*}
R_{\theta, \xi}^{T}=R_{\theta, \xi}^{N} \oplus R_{\theta, \xi}^{I} \tag{3.15}
\end{equation*}
$$

where the orthogonal complement $R_{\theta, \xi}^{I}$ of $R_{\theta, \xi}^{N}$ in $R_{\theta, \xi}^{T}$ is called the information subspace of $R_{\theta, \xi}$. Combining (3.14) and (3.15), we obtain the final orthogonal decomposition of $R_{\theta, \xi}$ into three subspaces,

$$
\begin{equation*}
R_{\theta, \xi}=R_{\theta, \xi}^{I} \oplus R_{\theta, \xi}^{N} \oplus R_{\theta, \xi}^{A} \tag{3.16}
\end{equation*}
$$

Such a decomposition is obtained at every point $(\theta, \xi)$ of $M$. The aggregates

$$
\begin{align*}
R^{I} & =\bigcup_{\theta, \xi} R_{\theta, \xi}^{I},  \tag{3.17}\\
R^{N} & =\bigcup_{\theta, \xi} R_{\theta, \xi}^{N},  \tag{3.18}\\
R^{T} & =\bigcup_{\theta, \xi} R_{\theta, \xi}^{T}, \quad R^{A}=\bigcup_{\theta, \xi} R_{\theta, \xi}^{A}
\end{align*}
$$

define subbundles of $R$. In particular, $R^{I}$ and $R^{N}$ are called the information and nuisance subbundles, respectively. Corresponding to (3.16), $R$ can also be expressed as

$$
\begin{equation*}
R=R^{I} \oplus R^{A} \oplus R^{N} \tag{3.19}
\end{equation*}
$$

which is called the Whitney sum of the subbundles $R^{I}, R^{A}$ and $R^{N}$.
We define the concept of $e$ - and $m$-closedness of a subbundle, which characterizes the preceding subbundles. A subbundle $R^{1}$ of $R$ is said to be $e$ - (or $m$-)
closed, when ${ }^{(e)} \pi_{\xi}^{\xi} r \in R_{\theta, \xi}^{1}\left(\right.$ or $\left.^{(m)} \pi \xi^{\xi} r \in R_{\theta, \xi}^{1}\right)$ holds for any $r \in R_{\theta, \xi^{\prime}}^{1}$ and for any $\xi$ and $\xi^{\prime}$. When $R$ is decomposed into the orthogonal Whitney sum $R=R^{1} \oplus R^{2}$, the following duality holds for the $e$ - and $m$-closedness.

Lemma 1. A subbundle $R^{1}$ is $e$ - (or $m$-) closed, if and only if $R^{2}$ is $m$ - (or $e$-) closed.

Proof. For any $r \in R_{\theta, \xi}^{1}$ and $s \in R_{\theta, \xi}^{2}$, we have from (3.13)

$$
0=\langle r, s\rangle_{\xi}=\left\langle^{(m)} \pi_{\xi}^{\xi^{\prime}} r,^{(e)} \pi_{\xi}^{\xi^{\prime}} s\right\rangle_{\xi^{\prime}}
$$

$\underset{(m)}{\text { at }}$ any $\xi$ and $\xi^{\prime}$. If $R^{1}$ is $m$-closed, then ${ }^{(m)} \pi_{\xi^{\prime}}{ }^{\prime} r \in R_{(e)}^{1}$. . Since $r$ is arbitrary, ${ }^{(m)} \pi_{\xi}^{\xi^{\prime}} r$ cover the entire $R_{\theta, \xi^{\prime}}^{1}$. Hence, we have ${ }^{(e)} \pi_{\xi}^{\xi^{\prime}}, s \in R_{\theta, \xi^{\prime}}^{2}$, so that $R^{2}$ is $e$-closed. The converse is quite the same.

Among our subbundles, $R^{N}$ and $R^{T}$ are $m$-closed by definition. Hence, it follows from the lemma that their complements $R^{I} \oplus R^{A}$ and $R^{A}$ are e-closed. Note that the information subbundle $R^{I}$, although it is the complement of the $m$-closed $R^{N}$, is not in general $e$-closed, since the complement is taken not in $R$ but in $R^{T}$. We summarize the results in the following theorem.

Theorem 3. The nuisance and tangential subbundles $R^{N}$ and $R^{T}$ are $m$-closed, and the ancillary subbundle $R^{A}$ and its Whitney sum $R^{A} \oplus R^{I}$ with the information subbundle $R^{I}$ are e-closed.

In a $\xi$-exponential family, the $m$-parallel transport of $a(x) \in R_{\theta, \xi^{\prime}}$ from $\left(\theta, \xi^{\prime}\right)$ to $(\theta, \xi)$ is given from (3.12) by

$$
\begin{aligned}
(m) \pi \xi_{\xi^{\prime}} a & =\left\{p\left(x ; \theta, \xi^{\prime}\right) / p(x ; \theta, \xi)\right\} a \\
& =\exp \left\{\left(\xi^{\prime}-\xi\right) s-\left(\psi^{\prime}-\psi\right)\right\} a
\end{aligned}
$$

where $\psi^{\prime}=\psi\left(\theta, \xi^{\prime}\right)$. Since the $\xi$-score is $v=s-\partial_{\xi} \psi$, the nuisance subspace $R_{\theta, \xi}^{N}$ is spanned by

$$
\begin{aligned}
{ }^{(m)} \pi_{\xi^{\prime}}^{\xi} v\left(\xi^{\prime}\right) & =\left(s-\partial_{\xi} \psi^{\prime}\right) \exp \left\{\left(\xi^{\prime}-\xi\right) s-\left(\psi^{\prime}-\psi\right)\right\} \\
& =\exp [-\xi s+\psi] \partial_{\xi^{\prime}} \exp \left[\xi^{\prime} s-\psi^{\prime}\right]
\end{aligned}
$$

The linear combination of the preceding functions with a weighting function $b\left(\xi^{\prime}\right)$ yields

$$
\int b\left(\xi^{\prime}\right)^{(m)} \pi \xi^{\xi} v\left(\xi^{\prime}\right) d \xi^{\prime}=\exp [-s \xi+\psi] \int a\left(\xi^{\prime}\right) \exp \left[s \xi^{\prime}-\psi^{\prime}\right] d \xi^{\prime}
$$

where $\partial_{\xi} b(\xi)=-a(\xi)$, in which the second factor is regarded as the Laplace transform of an $\exp (-\psi)$. This is a function in $s$ whose expectation vanishes at $(\boldsymbol{\theta}, \boldsymbol{\xi})$. Hence, we have

$$
\begin{equation*}
R_{\theta, \xi}^{N}=\left\{f(s, \theta, \xi) \mid\langle f\rangle_{\theta, \xi}=0\right\} \tag{3.20}
\end{equation*}
$$

where $f$ is an arbitrary function expressed by the Laplace transform of an
arbitrary function $a(\xi)$ in the previous form. This is the space of zero mean random variables generated by $s$.

We next study the tangential subspace $R_{\theta, \xi}^{T}$. Since the $\theta$-score is $u=\xi \partial_{\theta} s+$ $\partial_{\theta} r-\partial_{\theta} \psi$, by calculating the linear combination

$$
\int a\left(\xi^{\prime}\right)^{(m)} \pi \xi^{\xi} u\left(\xi^{\prime}\right) d \xi^{\prime}
$$

we see that $R_{\theta, \xi}^{T}$ is of the form

$$
\begin{equation*}
R_{\theta, \xi}^{T}=\left\{h(s ; \theta, \xi) \mid\langle h\rangle_{\theta, \xi}=0\right\} \tag{3.21}
\end{equation*}
$$

where

$$
h(s ; \theta, \xi)=\partial_{s} k(s ; \theta, \xi) \partial_{\theta} s+k(s ; \theta, \xi)\left(\partial_{\theta} r+\xi \partial_{\theta} s\right)+f(s ; \theta, \xi)
$$

with arbitrary functions $k$ and $f$.
Since the orthogonal projection of the random variable $z(x)$ to $R_{\theta, \xi}^{N}$ is given by the conditional expectation

$$
P^{N_{z}}=E[z \mid s]
$$

the projection $P^{I}$ of $z(x) \in R_{\theta, \xi}^{T}$ to the information subspace $R_{\theta, \xi}^{I}$ is given by

$$
P^{I} z=z-E[z \mid s]
$$

Hence, the information subspace $R_{\theta, \xi}^{I}=P^{I} R_{\theta, \xi}^{T}$ is written as

$$
\begin{equation*}
R_{\theta, \xi}^{I}=\left\{\left(\partial_{s} k+\xi k(s)\right) P^{I} \partial_{\theta} s+k(s) P^{I} \partial_{\theta} r\right\} \tag{3.22}
\end{equation*}
$$

It is remarked that

$$
P^{I} z=0
$$

when and only when $z$ is written as a function of $s$.
Example 1 (continued). The nuisance subspace $R_{\theta, \xi}^{N}$ of Example 1 consists of the random variables of the form $f(s)-c$, where $s=x_{1}+\theta x_{2}, c=E_{\theta, \xi}[f(s)]$ and $f$ is an arbitrary function. The tangential subspace $R_{\theta, \xi}^{T}$ consists of the random variables of the form

$$
f(s)+x_{2} k(s)-c(\theta, \xi)
$$

where $f$ and $k$ are arbitrary. The ancillary subspace $R_{\theta, \xi}^{A}$ consists of random variables orthogonal to the preceding. For example, $k(s)\left\{\left(x_{2}-\theta x_{1}\right)^{2}-\left(1+\theta^{2}\right)\right\}$ belongs to $R_{\theta, \xi}^{A}$. From

$$
x_{2}-E\left[x_{2} \mid s\right]=\left(x_{2}-\theta x_{1}\right) /\left(1+\theta^{2}\right)
$$

we see that $R_{\theta, \xi}^{I}$ is composed of random variables of the form $k(s)\left(x_{2}-\theta x_{1}\right)$. This shows that

$$
y(x, \theta)=\left(x_{2}-\theta x_{1}\right)\left(x_{1}+\theta x_{2}\right)
$$

belongs to $R_{\theta, \xi}^{I}$. Hence, it is a section belonging to $R^{I}$. An example of sections belonging to $R^{A}$ is

$$
k(s)\left\{\left(x_{2}-\theta x_{1}\right)^{2}-\left(1+\theta^{2}\right)\right\}
$$

## 4. Geometrical structures of estimating functions.

4.1. Condition for existence of $C_{1}$-estimators. Having defined necessary geometrical concepts, we are now ready to investigate structures of estimating functions and to derive all the $C_{1}$-estimators. In some cases, there are no consistent estimators in $C_{0}$ and the class $C_{1}$ is void. Before obtaining the optimal estimator in $C_{1}$, we thus need a necessary and sufficient condition for the existence of $C_{1}$-estimators.

An estimating function $y(x, \theta)$ belonging to $C_{1}$ is a section because $E_{\theta, \xi}[y(x, \theta)]=0$ holds at all $(\theta, \xi) \in M$. It moreover satisfies

$$
\nabla_{\xi}^{(e)} y(x, \theta)=\partial_{\xi} y-E_{\theta, \xi}\left[\partial_{\xi} y\right]=0,
$$

so that it is an e-parallel section. As can be easily shown, an e-parallel section $r(x ; \theta, \xi)$ is in general of the form

$$
r(x ; \theta, \xi)=r(x, \theta)-c(\theta, \xi)
$$

where $c(\theta, \xi)=E_{\theta, \xi}[r(x, \theta)]$. An estimating function $y(x, \theta) \in C_{1}$ is special in the sense that it does not depend on $\xi$ at all. Such an e-parallel section is called an $e$-invariant section or shortly an invariant section. Conversely, an invariant section $y(x, \theta)$ yields a $C_{1}$-estimator, provided it satisfies $E_{\theta, \xi}\left[\partial_{\theta} y\right]^{2}>\varepsilon$. Let $I$ be the set of all the invariant sections. It forms a vector space. Any element $y(x, \theta) \in I$ belongs to $R_{\theta, \xi}$ at any $\xi$. Hence, $I$ is regarded as a subspace of $R_{\theta, \xi}$ at any $(\theta, \xi)$. Now we study the vector space $I$ which yields all the $C_{1}$-estimators.

Theorem 4. The vector space of invariant sections is decomposed in $R_{\theta, \xi}$ at any $\xi$ as

$$
I=R_{\theta, \xi}^{I} \oplus R_{\theta, \xi}^{A} .
$$

Proof. Given $y(x, \theta) \in I$, differentiating the identity $\langle y\rangle_{\xi^{\prime}}=0$ with respect to $\xi^{\prime}$, we have $\left\langle y, v\left(\xi^{\prime}\right)\right\rangle_{\xi^{\prime}}=0$, where $\left\rangle_{\xi^{\prime}}\right.$ is the abbreviation of $E_{\theta, \xi^{\prime}}[]$. Then, using (3.13), we have at any $\xi$,

$$
0=\left\langle^{(e)} \pi_{\xi^{\prime}}^{\xi} y,{ }^{(m)} \pi_{\xi^{\xi}}^{\xi} v\left(\xi^{\prime}\right)\right\rangle_{\xi}=\left\langle y,{ }^{(m)} \pi \xi^{\xi} v\left(\xi^{\prime}\right)\right\rangle_{\xi}
$$

Since $\xi^{\prime}$ is arbitrary, this implies that $y$ belongs to the complement of $R_{\theta, \xi}^{N}$ or to $R_{\theta, \xi}^{I} \oplus R_{\theta, \xi}^{A}$. Let us next take any $a(x, \theta) \in R_{\theta, \xi^{\prime}}^{I}$ and $b(x, \theta) \in R_{\theta, \xi^{\prime}}^{A}$ at one $\xi^{\prime}$ and put $y_{0}(x, \theta)=a(x, \theta)+b(x, \theta)$. This $y_{0} \in R_{\theta, \xi^{\prime}}$ can be extended to a section $y(x ; \theta, \xi)$ by the $e$-parallel transport along the $\xi$-coordinate,

$$
y(x ; \theta, \xi)={ }^{(e)} \pi \pi_{\xi}^{\xi} y_{0}(x, \theta)=y_{0}(x, \theta)-\left\langle y_{0}\right\rangle_{\xi}
$$

which obviously is e-parallel. Since $R^{I} \oplus R^{A}$ is $e$-closed, it also belongs to $R^{I} \oplus R^{A}$. Hence, what is to be proved is that $y(x ; \theta, \xi)$ does not depend on $\xi$ or that

$$
f(\xi)=\left\langle y_{0}\right\rangle_{\xi}
$$

vanishes at all $\xi$. By differentiating this, we have

$$
\begin{aligned}
\partial_{\xi} f(\xi) & =\left\langle y_{0}, v(\xi)\right\rangle_{\xi}=\left\langle y_{0}-\left\langle y_{0}\right\rangle_{\xi}, v(\xi)\right\rangle_{\xi} \\
& =\left\langle^{(e)} \pi_{\xi}^{\xi^{\prime}} y,{ }^{(m)} \pi_{\xi}^{\xi^{\prime}} v(\xi)\right\rangle_{\xi^{\prime}}=\left\langle y_{0},{ }^{(m)} \pi \xi^{\xi^{\prime}} v\right\rangle_{\xi^{\prime}}=0,
\end{aligned}
$$

because of $y_{0} \in R_{\theta, \xi^{\prime}}^{I} \oplus R_{\theta, \xi^{\prime}}^{A}$ Moreover, $f(\xi)=0$ at $\xi=\xi^{\prime}$. Hence, $f(\xi)=0$ for all $\xi$, proving that

$$
y(x ; \theta, \xi)=y_{0}(x ; \theta)
$$

belongs to $I$.
The theorem implies that any $y(x, \theta) \in I$ is uniquely decomposed into

$$
\begin{equation*}
y(x, \theta)=y^{I}(x ; \theta, \xi)+y^{A}(x ; \theta, \xi) \tag{4.1}
\end{equation*}
$$

at any $\xi$, where $y^{I} \in R_{\theta, \xi}^{I}$ and $y^{A} \in R_{\theta, \xi}^{A}$. Conversely, for any $a(x, \theta) \in R_{\theta, \xi_{0}}^{I}$ and $b(x, \theta) \in R_{\theta, \xi_{0}}^{A}$ given at an arbitrary $\xi_{0}$, the sum $y(x, \theta)=a(x, \theta)+b(x, \theta)$ itself gives an invariant section. Its information part $y^{I}(x ; \theta, \xi)$ is equal to $a(x, \theta)$ at $\xi=\xi_{0}$ but it in general depends on $\xi$. It is this information part that is important in estimation.

Lemma 2. Any estimating function $y(x, \theta)$ in $C_{1}$ has nonvanishing information part $y^{I}(x ; \theta, \xi)$ in the decomposition (4.1) at all $(\theta, \xi)$.

Proof. Suppose contrary to the lemma that there exists a $y \in C_{1}$ such that $y^{I}\left(x ; \theta, \xi_{0}\right)=0$ at some $\xi_{0}$. Then $y(x, \theta)=y^{A}\left(x ; \theta, \xi_{0}\right) \in R_{\theta, \xi_{0}}^{A}$ at this $\xi_{0}$ and $y(x, \theta)$ is the $e$-parallel extension of this $y^{A}$ from $\xi_{0}$ to all $\xi$. Since $R^{A}$ is $e$-closed, the $e$-parallel transport of $y(x, \theta)=y^{A}\left(x ; \theta, \xi_{0}\right)$ from $\xi_{0}$ to any $\xi$ belongs to $R_{\theta, \xi}^{A}$, so that $y^{I}(x ; \theta, \xi)=0$ for all $\xi$. Since $y \in R_{\theta, \xi}^{A}$ at any $\xi$, we have by differentiating $\langle y\rangle_{\xi}=0$ with respect to $\theta$,

$$
\partial_{\theta}\langle y\rangle_{\xi}=-\langle y, u(\xi)\rangle_{\xi}=0
$$

because $u(\xi) \in R_{\theta, \xi}^{T}$. But this contradicts the third condition given in Theorem 1 defining the class $C_{1}$.

Combining the previous theorem and lemma, we have the theorem concerning the existence for consistent estimators in $C_{0}$.

Theorem 5. A necessary and sufficient condition for the existence of an estimator belonging to $C_{1}$ is $R_{\theta, \xi}^{I} \neq\{0\}$ at some $(\theta, \xi)$.

From (3.22), we immediately have
Corollary 1. There always exist $C_{1}$-estimators in a $\xi$-exponential family, except for the case when both $\partial_{\theta} s$ and $\partial_{\theta} r$ are functions of $s$.

As was noted in the last section, $C_{1}$-estimators exist in Example 1. We next give an example in which $C_{1}$-estimators do not exist.

Example 2. Let $x=\left(x_{1}, x_{2}\right)$ be a pair of mutually independent random variables which assume two values 0 and 1 and let their probabilities be given by

$$
\begin{aligned}
& \operatorname{Pr}\left(x_{1}=0\right)=1 /\{1+\exp (\theta+\xi)\}, \\
& \operatorname{Pr}\left(x_{2}=0\right)=1 /\{1+\exp f(\xi)\},
\end{aligned}
$$

where $f(\xi)$ is a known function. By using the function $\delta_{1}(z)$ which is equal to 1 when $z=1$ and otherwise equal to 0 , the log likelihood of $x$ can be written as

$$
\begin{aligned}
l(x ; \theta, \xi)= & (\theta+\xi) \delta_{1}\left(x_{1}\right)+f(\xi) \delta_{1}\left(x_{2}\right) \\
& -\log \{1+\exp (\theta+\xi)\}\{1+\exp f(\xi)\}
\end{aligned}
$$

Thus, this is of $\xi$-exponential type if and only if $f(\xi)$ is a linear function. It is easy to show that $R_{\theta, \xi}$ is spanned by three random variables

$$
\delta_{1}\left(x_{1}\right) \delta_{1}\left(x_{2}\right)-c_{11}, \quad \delta_{1}\left(x_{1}\right)\left\{1-\delta_{1}\left(x_{2}\right)\right\}-c_{10}, \quad\left\{1-\delta_{1}\left(x_{1}\right)\right\} \delta_{1}\left(x_{2}\right)-c_{01},
$$

where the constants $c_{i j}$ are added such that the expectations vanish. When $f(\xi)$ is nonlinear, the nuisance subspace $R_{\theta, \xi}^{N}$ is proved to be three dimensional, too. Hence, $R_{\theta, \xi}^{I}=\{0\}$, so that from Theorem 5 there exists no $C_{1}$-estimator.
4.2. Optimal estimating function in $C_{1}$. We have shown that every estimating function in $C_{1}$ has a nonvanishing information component. We now define a special section $u^{I}$ belonging to the information subbundle by the projection of the $\theta$-score $u(x ; \theta, \xi)$ to the information subspace $R_{\theta, \xi}^{I}$,

$$
\begin{equation*}
u^{I}(x ; \theta, \xi)=P^{I} u(x ; \theta, \xi) \tag{4.2}
\end{equation*}
$$

We call $u^{I}$ the projected score. The following theorem shows the important role played by the projected score $u^{I}$.

Theorem 6. A necessary and sufficient condition for the existence of the optimal estimator in $C_{1}$ is that one of the following cases holds.
(i) The projected score $u^{I}(x ; \theta, \xi)$ is invariant, i.e., it does not depend on $\xi$,

$$
u^{I}(x ; \theta, \xi)=u^{I}(x, \theta)
$$

(ii) The information subspace $R_{\theta, \xi}^{I}$ is one dimensional and the projected score $u^{I}$ is written as

$$
u^{I}(x ; \theta, \xi)=c(\theta, \xi) u_{0}^{I}(x, \theta)
$$

i.e., $R^{I}$ is e-closed. In the previous two cases, the optimal estimating function is given by the $\xi$-free $u^{I}(x, \theta)$ or $u_{0}^{I}(x, \theta)$.

Proof. Suppose that there exists the optimal estimating function $y^{*}(x, \theta) \in C_{1}$. Since it includes no nuisance component, we decompose it into the sum

$$
y^{*}=c^{*}(\theta, \xi) u^{I}+y_{2}^{* I}(x ; \theta, \xi)+y^{* A}(x ; \theta, \xi)
$$

where $y_{2}^{* I} \in R_{\theta, \xi}^{I}$ is orthogonal to $u^{I}$ and $y^{* A} \in R_{\theta, \xi}^{A}$. Putting $A(\xi)=\left\langle\left(u^{I}\right)^{2}\right\rangle_{\xi}$
and $B(\xi)=\left\langle\left(y_{2}^{* I}\right)^{2}\right\rangle_{\xi}+\left\langle\left(y^{* A}\right)^{2}\right\rangle_{\xi}$, we have

$$
\left\langle y^{* 2}\right\rangle_{\xi}=c^{* 2} A+B, \quad-\left\langle\partial_{\theta} y^{*}\right\rangle_{\xi}=\left\langle u, y^{*}\right\rangle_{\xi}=c^{*} A
$$

Hence, the asymptotic variance of $y^{*}$ is given from (2.6) by the limit as $n \rightarrow \infty$ of $n v\left(y^{*}, \bar{\xi}_{n}\right)$,

$$
v\left(y^{*}, \bar{\xi}_{n}\right)=\left\{\sum\left(c_{i}^{* 2} A_{i}+B_{i}\right)\right\} /\left(\sum c_{i}^{*} A_{i}\right)^{2}
$$

where

$$
c_{i}^{*}=c^{*}\left(\theta, \xi_{i}\right), \quad A_{i}=A\left(\xi_{i}\right), \quad B_{i}=B\left(\xi_{i}\right)
$$

We now show that $y_{2}^{* I}(\xi)=y^{* A}(\xi)=0$ must hold identically in $\xi$. Suppose on the contrary that there exists a $\xi_{0}$ such that $y_{2}^{* I}\left(\xi_{0}\right)$ or $y^{* A}\left(\xi_{0}\right)$ is nonzero. Then $B\left(\xi_{0}\right)>0$, so that, for the special sequence $\bar{\xi}_{0}=\left(\xi_{0}, \xi_{0}, \xi_{0}, \ldots\right)$,

$$
v\left(y^{*}, \bar{\xi}_{0}\right)>1 /\left\{n A\left(\xi_{0}\right)\right\}=v\left(u^{I}\left(\xi_{0}\right), \bar{\xi}_{0}\right)
$$

This shows that the estimating function $y(x, \theta)=u^{I}\left(x, \theta, \xi_{0}\right)$ gives a smaller asymptotic variance than $y^{*}$ at least for the sequence $\bar{\xi}_{0}$, contradicting the optimality of $y^{*}$. Consequently, we have

$$
y^{*}(x, \theta)=c^{*}(\theta, \xi) u^{I}(x ; \theta, \xi)
$$

which means that the optimal $y^{*}$ must be proportional to the projected score $u^{I}$ at every $(\theta, \xi)$.

We hereafter consider the two cases separately.
(i) $c^{*}(\theta, \xi)$ is free of $\xi, c^{*}(\theta, \xi)=c^{*}(\theta)$. In this case, the projected score $u^{I}$ should be also free of $\xi$, and the optimal $y^{*}$ is equal to $u^{I}(x, \theta)$.

Conversely, suppose that the projected score $u^{I}$ is free of $\xi$. Then the optimality of the estimating function given by $u^{I}$ is proved in the following way. Let us take any $y \in C_{1}$ and decompose it as

$$
y=c(\theta, \xi) u^{I}+y_{2}^{I}+y^{A} .
$$

Then its asymptotic variance satisfies

$$
v\left(y ; \bar{\xi}_{n}\right) \geq\left(\sum c_{i}^{2} A_{i}\right) /\left\{\left(\sum c_{i} A_{i}\right)^{2}\right\} \geq 1 /\left(\sum A_{i}\right)=v\left(u^{I}, \bar{\xi}_{n}\right)
$$

This proves that $u^{I}$ is optimal.
(ii) $c^{*}(\theta, \xi)$ depends on $\xi$. The proof is given in Appendix C.

We have thus obtained the two cases: (i) The projected score $u^{I}$ is invariant. (ii) The information subspace $R_{\theta, \xi}^{I}$ is one-dimensional and $R^{I}$ is e-closed. But the second case seems rather exceptional. Godambe (1976) treated the following case. Suppose that there exists a statistic $t$ with frequency function $h(t ; \theta, \xi)$ such that the conditional frequency function of $x$ given $t$ depends only on $\theta$, that is,

$$
p(x ; \theta, \xi)=f_{t}(x, \theta) h(t ; \theta, \xi)
$$

He showed that the optimal estimating function is given by

$$
u^{*}(x, \theta)=\partial_{\theta} \log f_{t}(x, \theta)
$$

In this case, it is easy to show that the nuisance subspace is given by

$$
R_{\theta, \xi}^{N}=\{a(h ; \theta, \xi) \mid E[a]=0\}
$$

and the information subspace $R_{\theta, \xi}^{I}$ is one dimensional, which is spanned by $u^{*}(x, \theta)$. Hence, by projecting the $\theta$-score

$$
u(x ; \theta, \xi)=u^{*}(x, \theta)+\partial_{\theta} \log h(t ; \theta, \xi)
$$

onto $R_{\theta, \xi}^{I}$, we have

$$
u^{I}(x, \theta)=u-E[u \mid h]=u^{*}(x, \theta)
$$

The following theorem shows the relation of the projected score to the information unbiased estimators (Lindsay, 1982).

Theorem 7. The optimal estimator in $C_{1}$ is information unbiased in the case when the projected score $u^{I}$ is invariant.

Proof. An estimating function $y(x, \theta)$ is said to be information unbiased when it satisfies

$$
\left\langle y^{2}\right\rangle=-\left\langle\partial_{\theta} y\right\rangle=\langle u, y\rangle .
$$

By definition, we have

$$
\left\langle\left(u^{I}\right)^{2}\right\rangle_{\theta, \xi}=\left\langle u, u^{I}\right\rangle_{\theta, \xi}
$$

so that the optimal estimating function $y=u^{I}$ is information unbiased.
Corollary 2. When and only when $P^{I} \partial_{\theta} s=0$ and $P^{I} \partial_{\theta} r \neq 0$, there exists the optimal $C_{1}$-estimator in a $\xi$-exponential family. The optimal estimating function is $P^{I} \partial_{\theta} r=\partial_{\theta} r-E\left[\partial_{\theta} r \mid s\right]$ and is information unbiased.

Proof. Since the projected score $u^{I}$ is given by

$$
u^{I}=\xi P^{I} \partial_{\theta} s+P^{I} \partial_{\theta} r
$$

we can easily check conditions (i) and (ii) in Theorem 6. Condition (i) means $P^{I} \partial_{\theta} s=0$, and the optimal estimating function is given by the $\xi$-free $u^{I}=P^{I} \partial_{\theta} r$, if it is not zero. On the other hand, the condition (ii) that $R_{\theta, \xi}^{I}$ is one dimensional does not hold in a $\xi$-exponential family, as is seen from (3.22), except for the case $s(x, \theta)=0$, in which case condition (i) also holds. This proves the corollary.

Example 1 (continued). It is easy to show

$$
P^{I} \partial_{\theta} s=\left(x_{2}-\theta x_{1}\right) /\left(1+\theta^{2}\right), \quad P^{I} \partial_{\theta} r=0
$$

so that from Corollary 2, there exist no optimal estimators in $C_{1}$. We can show that the optimal estimator exists in class $C_{2}$.

Example 2 (continued). In Example 2, when $f$ is linear, e.g., $f(\xi)=\xi$, the distributions are of $\xi$-exponential type with $s(x, \theta)=\delta_{1}\left(x_{1}\right)+\delta_{1}\left(x_{2}\right), r(x, \theta)=$
$\theta \delta_{1}\left(x_{1}\right)$. Hence, $P^{I} \partial_{\theta} s=0, P^{I} \partial_{\theta} r \neq 0$, so that from Corollaries 1 and 2 , the optimal estimator exists in $C_{1}$, which is given by $P^{I} \partial_{\theta} r$ or

$$
y(x, \theta)= \begin{cases}0, & \text { when } x_{1}=x_{2} \\ 1-\exp \theta, & \text { when } x_{1}=1 \text { and } x_{2}=0 \\ \exp \theta, & \text { when } x_{1}=0 \text { and } x_{2}=1\end{cases}
$$

Example 3. For the normal statistical model $N(\xi, \theta)$, let $x=\left(x_{1}, \ldots, x_{q}\right)$ be $q, q \geq 3$, independent realizations from the same $N(\xi, \theta)$. The density function is

$$
\begin{aligned}
p(x, \theta, \xi)= & (2 \pi \theta)^{-q} \exp \left\{-(1 / 2 \theta) \sum_{j=1}^{q}\left(x_{j}-\xi\right)^{2}\right\} \\
= & \exp \left[\xi(q x . / \theta)-q\left(z^{2}+x^{2}\right) /(2 \theta)\right. \\
& \left.-q\left\{\left(\xi^{2} / \theta\right)+\log (2 \pi \theta)\right\} / 2\right]
\end{aligned}
$$

where

$$
x .=\left(\sum_{j=1}^{q} x_{j}\right) / q, \quad z^{2}=\sum_{j=1}\left(x_{j}-x_{.}\right)^{2} / q
$$

This is a $\xi$-exponential family with

$$
s(x, \theta)=q x . / \theta, \quad r(x, \theta)=-(q / 2 \theta)\left(z^{2}+x^{2}\right)
$$

Then

$$
\partial_{\theta} s=-q x . / \theta^{2} \quad \text { and } \quad \partial_{\theta} r=q\left(z^{2}+x^{2}\right) /\left(2 \theta^{2}\right)
$$

so that

$$
P^{I} \partial_{\theta} s=0 \quad \text { but } \quad P^{I} \partial_{\theta} r \neq 0
$$

Hence, from Corollary 1, the class $C_{1}$ is not empty, and furthermore from Corollary 2, the optimal estimator in $C_{1}$ is given by $P^{I} \partial_{\theta} r$. An easy calculation shows

$$
P^{I} \partial_{\theta} r=\left\{q z^{2}-(q-1) \theta\right\} /\left(2 \theta^{2}\right)
$$

This estimating function can be also written as $\hat{u}-\langle\hat{u}\rangle$, where $\hat{u}=$ $u\{x ; \theta, \hat{\xi}(x, \theta)\}$ and $\hat{\xi}(x, \theta)$ is the maximum likelihood estimator of $\xi$. That is, the optimal one is the bias-corrected maximum likelihood estimator of $\theta$. In Kumon and Amari (1984), it was derived as the optimal one in the class $C_{2}$, but we found that it is optimal in the wider class $C_{1}$.
5. Discussion. (1) We have so far assumed that each $x_{i}$ has the equal dimensionality $q$. However, there often occurs the case when the $i$ th random variable $x_{i}=\left(x_{i 1}, \ldots, x_{i q}\right)$ consists of $q_{i}$ independent observations $x_{i j}, j=$ $1, \ldots, q_{i}$, from the same distribution $p\left(x ; \theta, \xi_{i}\right)$, where $q_{i}$ are not necessarily equal. We can generalize our theory to be applicable to the case when the
dimension number $q_{i}$ of the $i$ th observation is not fixed. In this case, the probability density is written as $p(x ; \theta, \xi, q)$, where $q$ denotes the dimension of $x$ explicitly. When $x$ consists of $q$ independent observations $x=\left(x_{1}, \ldots, x_{q}\right)$, we have

$$
\begin{equation*}
p(x ; \theta, \xi, q)=\prod_{j=1}^{q} p\left(x_{j} ; \theta, \xi, 1\right) . \tag{5.1}
\end{equation*}
$$

An estimating function is also written as $y(x, \theta, q)$ by denoting the dimension number explicitly. For each point $(\theta, \xi) \in M$, we associate the Hilbert spaces $R_{\theta, \xi}(q)$ for all possible $q$ 's. The subspaces $R_{\theta, \xi}^{T}(q), R_{\theta, \xi}^{I}(q)$, etc., are defined for each $q$ separably. Similarly, the score functions $u(x ; \theta, \xi, q)$ and $v(x ; \theta, \xi, q)$ as well as $u^{I}(x ; \theta, \xi, q)$ are defined for each possible $q$. The sequence $\bar{\xi}=\left(\xi_{1}, \xi_{2}, \ldots\right)$ should be replaced by $\bar{\xi}=\left(\xi_{1}, q_{1} ; \xi_{2}, q_{2} ; \ldots\right)$, where the dimension number in each observation is explicitly denoted. Then the structure theorems and optimality theorems for the $C_{1}$-estimators given in Sections 4.1 and 4.2 hold without any change, if we read that the conditions in the theorems hold for each $q$. In particular, when (5.1) holds, the optimal $y(x ; \theta, q)$ is given by

$$
y(x ; \theta, q)=\sum_{j=1}^{q} y\left(x_{j} ; \theta, 1\right)
$$

provided the optimal $y(x ; \theta, 1)$ exists in $C_{1}$ for $q=1$. It should be remarked that the case with $q=1$ is meaningless in some cases, although the optimal $y(x ; \theta, q)$ exists.

Example 3 (continued). If $q_{i}$ are different in this example, the optimum $y$ is given by

$$
y(x ; \theta, q)=q z^{2}-(q-1) \theta=\sum_{j=1}^{q}\left(x_{j}-x_{.}\right)^{2}-(q-1) \theta .
$$

(2) Following up the previous work of Kumon and Amari (1984), we have analyzed the structures of the estimating functions and derived optimality results. Based on the Hilbert bundle approach, we have identified the class $C_{1}$ as the direct sum of Hilbert spaces $R_{\theta, \xi}^{I} \oplus R_{\theta, \xi}^{A}$.

We then discussed the optimality result in the class $C_{1}$. It is related to the specific section of the information subbundle $R^{I}$, the projected score $u^{I}=P^{I} u$. It gives the optimal estimator if and only if it is invariant, i.e., free from $\xi$.
(3) Although the structure and optimality theorems given in Section 4 hold in general situations, there remain some difficulties. The first one is that it is not easy to examine whether or not the conditions of these theorems hold in general models other than the $\xi$-exponential family. The second and more serious one comes from the setting of the problem. One criterion of the universal optimality might be too strong to guarantee the existence of the optimal estimator in $C_{1}$. Then if there exists no optimal estimator in $C_{1}$, what shall we do? A customarily used way out is to reformulate the problem by regarding the nuisance parameter $\xi$ as a random variable. The sequence $\bar{\xi}_{n}=\left(\xi_{1}, \ldots, \xi_{n}\right)$ is then treated as
independent samples from some distribution specifying $\xi$; see, e.g., Bickel (1982), Begun, Hall, Huang and Wellner (1983) and Lindsay (1985). Another way is the minimax approach; e.g., see Hasminskii and Ibragimov (1983) and Nussbaum (1984). Our geometrical framework is useful for these approaches.

## APPENDIX A

Proposition. Let $C_{1}^{\prime}$ be the set of zero-unbiased estimating functions $Y\left(\bar{x}_{n}, \theta\right)$ which are symmetric with respect to $\bar{x}_{n}=\left(x_{1}, \ldots, x_{n}\right)$. The asymptotic variance of $Y \in C_{1}^{\prime}$ is measured by the limit in $n \rightarrow \infty$ of $n v\left(Y, \bar{\xi}_{n}\right)$,

$$
v\left(Y, \bar{\xi}_{n}\right)=\left\langle Y^{2}\right\rangle_{\bar{\xi}_{n}} /\left\langle Y U\left(\bar{\xi}_{n}\right)\right\rangle_{\bar{\xi}_{n}}^{2}
$$

where $U\left(\bar{\xi}_{n}\right)=U\left(\bar{x}_{n} ; \theta, \bar{\xi}_{n}\right)=\Sigma u\left(x_{i} ; \theta, \xi_{i}\right)$. If there exists the optimal estimating function $Y^{*}\left(\bar{x}_{n}, \theta\right) \in C_{1}^{\prime}$ satisfying $v\left(Y^{*}, \bar{\xi}_{n}\right) \leq v\left(Y, \bar{\xi}_{n}\right)$ for any $Y \in C_{1}^{\prime}$ and for any $\theta$ and $\bar{\xi}_{n}$, then it can be expressed as

$$
\begin{equation*}
Y^{*}\left(\bar{x}_{n}, \theta\right)=\sum_{i=1}^{n} y^{*}\left(x_{i}, \theta\right) \tag{A.1}
\end{equation*}
$$

by using some $y^{*}(x, \theta)$.
Proof. Let us introduce the linear spaces of random variables

$$
\begin{aligned}
R & =\left\{r\left(\bar{x}_{n}\right) \mid\left\langle r\left(\bar{x}_{n}\right)\right\rangle=0,\left\langle r^{2}\right\rangle<\infty\right\}, \\
R_{i} & =\left\{r\left(x_{i}\right) \mid\left\langle r\left(x_{i}\right)\right\rangle=0,\left\langle r^{2}\right\rangle<\infty\right\}, \quad i=1, \ldots, n .
\end{aligned}
$$

For $r_{1}, r_{2} \in R$, by defining the inner product by $\left\langle r_{1}, r_{2}\right\rangle=\left\langle r_{1} r_{2}\right\rangle, R$ becomes a Hilbert space and each $R_{i}$ is a closed subspace of $R$. Note that for any $r_{i} \in R_{i}$ and $r_{j} \in R_{j}, i \neq j,\left\langle r_{i}, r_{j}\right\rangle=0$ holds because of the independency of $x_{i}$ and $x_{j}$. Let $Y^{*}\left(\bar{x}_{n}, \theta\right) \in R$ be the optimal estimating function in $C_{1}^{\prime}$. Then by letting

$$
\begin{equation*}
y_{i}^{*}=E\left[Y^{*} \mid x_{i}\right] \tag{A.2}
\end{equation*}
$$

be the conditional expectation of $Y^{*}$ with respect to $x_{i}$, we have $y_{i}{ }^{*} \in R_{i}$. In fact, $y_{i}^{*}$ is the orthogonal projection of $Y^{*} \in R$ onto $R_{i}$. Thus, if we put $F=R_{1} \oplus \cdots \oplus R_{n}$, according as the direct sum decomposition $R=F \oplus G, Y^{*}$ is decomposed into

$$
Y^{*}=Y_{F}^{*}+Y_{G}^{*}
$$

where $Y_{F}^{*}=\Sigma y_{i}^{*} \in F, Y_{G}^{*} \in G$, from which we have

$$
v\left(Y^{*}, \bar{\xi}_{n}\right)=\left[\left\langle Y_{F}^{* 2}\right\rangle+\left\langle Y_{G}^{* 2}\right\rangle\right] /\left\langle Y_{F}^{*} U\left(\bar{\xi}_{n}\right)\right\rangle^{2}
$$

Note that $U\left(\bar{\xi}_{n}\right) \in F$. We show $Y_{G}^{*}=0$. To do so, let us fix a sequence $\bar{\xi}_{0}=$ $\left(\xi_{01}, \ldots, \xi_{0 n}\right)$. Then

$$
v\left(Y^{*}, \bar{\xi}_{0}\right) \geq\left\langle Y_{F}^{* 2}\right\rangle /\left\langle Y_{F}^{*} U\left(\bar{\xi}_{0}\right)\right\rangle^{2}=v\left[Y_{F}^{*}\left(\bar{\xi}_{0}\right), \bar{\xi}_{0}\right]
$$

where the equality holds if and only if $Y_{G}^{*}\left(\bar{\xi}_{0}\right)=0$. Since $Y^{*}$ is optimal and $\bar{\xi}_{0}$ is arbitrary, it follows that $Y_{G}^{*}=0$ identically. The optimal $Y^{*}=Y_{F}^{*}$ is therefore
expressed as the sum of $y_{i}{ }^{*}, i=1, \ldots, n$. By the definition (A.2), the $y_{i}{ }^{*}$ depends on $\theta$ and $\bar{\xi}_{n, i}$ as $y_{i}^{*}=y^{*}\left(x_{i} ; \theta, \bar{\xi}_{n, i}\right)$, where $\bar{\xi}_{n, i}$ denotes the sequence obtained by deleting $\dot{\xi}_{i}$ from $\bar{\xi}_{n}$ as $\bar{\xi}_{n, i}=\left(\xi_{1}, \ldots, \xi_{i-1}, \xi_{i+1}, \ldots, \xi_{n}\right)$.

We show that each $y_{i}^{*}$ is free from $\bar{\xi}_{n, i}$, i.e., $y_{i}^{*}=y^{*}\left(x_{i}, \theta\right)$. Let us put $\bar{\xi}_{n, 1,2}=\left(\xi_{3}, \xi_{4}, \ldots, \xi_{n}\right)$ and $\bar{x}_{n, 1,2}=\left(x_{3}, x_{4}, \ldots, x_{n}\right)$. Then from the symmetry $Y^{*}\left(x_{1}, x_{2}, \bar{x}_{n, 1,2}, \theta\right)=Y^{*}\left(x_{2}, x_{1}, \bar{x}_{n, 1,2}, \theta\right)$, we have

$$
\begin{aligned}
& y^{*}\left(x_{1} ; \theta, \xi_{2}, \bar{\xi}_{n, 1,2}\right)+y^{*}\left(x_{2} ; \theta, \xi_{1}, \bar{\xi}_{n, 1,2}\right) \\
& \quad=y^{*}\left(x_{2} ; \theta, \xi_{2}, \bar{\xi}_{n, 1,2}\right)+y^{*}\left(x_{1} ; \theta, \xi_{1}, \bar{\xi}_{n, 1,2}\right)
\end{aligned}
$$

From this it follows that there exist $y$ and $c$ such that

$$
y^{*}\left(x_{1} ; \theta, \bar{\xi}_{n, 1}\right)=y\left(x_{1} ; \theta, \xi_{1}, \bar{\xi}_{n, 1,2}\right)+c\left(\bar{\xi}_{n}\right)
$$

and

$$
y^{*}\left(x_{2} ; \theta, \bar{\xi}_{n, 2}\right)=y\left(x_{2} ; \theta, \xi_{2}, \bar{\xi}_{n, 1,2}\right)-c\left(\bar{\xi}_{n}\right)
$$

hold. Since $y_{1}^{*}$ is free from $\xi_{1}$, by denoting a new $y\left(x_{1} ; \theta, \bar{\xi}_{n, 1,2}\right)=$ $y\left(x_{1} ; \theta, \xi_{1}^{*}, \bar{\xi}_{n, 1,2}\right)$ and $c\left(\bar{\xi}_{n, 1}\right)=c\left(\xi_{1}^{*}, \bar{\xi}_{n, 1}\right)$ for any fixed $\xi_{1}^{*}$, we have

$$
y^{*}\left(x_{1} ; \theta, \bar{\xi}_{n, 1}\right)=y\left(x_{1} ; \theta, \bar{\xi}_{n, 1,2}\right)+c\left(\bar{\xi}_{n, 1}\right)
$$

Furthermore, from the zero-unbiasedness of $y^{*}$, we see that

$$
E\left[y\left(x_{1} ; \theta, \bar{\xi}_{n, 1,2}\right)\right]=-c\left(\bar{\xi}_{n, 1}\right)
$$

Clearly, the left-hand side is free from $\xi_{2}$, so that $c=c\left(\bar{\xi}_{n, 1,2}\right)$. By summarizing, we have

$$
y_{1}^{*}=y\left(x_{1} ; \theta, \bar{\xi}_{n, 1,2}\right)+c\left(\bar{\xi}_{n, 1,2}\right) .
$$

Let us next take the pair $y_{1}^{*}$ and $y_{3}^{*}$. Then the same argument leads to

$$
y_{1}^{*}=y\left(x_{1} ; \theta, \bar{\xi}_{n, 1,3}\right)+c\left(\bar{\xi}_{n, 1,3}\right),
$$

where $\bar{\xi}_{n, 1,3}=\left(\xi_{2}, \xi_{4}, \ldots, \xi_{n}\right)$, and in general

$$
y_{1}^{*}=y\left(x_{1} ; \theta, \bar{\xi}_{n, 1, j}\right)+c\left(\bar{\xi}_{n, 1, j}\right), \quad \text { for } j=2,3, \ldots, n
$$

These $n-1$ relations together imply that

$$
y=y\left(x_{1}, \theta\right) \quad \text { and } \quad c=c(\theta)
$$

Hence, we have

$$
y_{1}^{*}=y\left(x_{1}, \theta\right)+c(\theta)
$$

and in general

$$
y_{i}^{*}=y\left(x_{i}, \theta\right)+c(\theta), \quad i=1, \ldots, n
$$

showing that $y_{i}^{*}$ is free from $\bar{\xi}_{n, i}$.

## APPENDIX B

For a vector parameter $\xi=\left(\xi^{\mu}\right)$, let ${ }^{(\alpha)} \nabla_{\mu}$ be the $\alpha$-covariant derivative along the $\xi^{\mu}$-coordinate. Then the $\alpha$-curvature is defined by the second-order differen-
tial operator in $S(R)$,

$$
{ }^{(\alpha)} K_{\mu \nu}={ }^{(\alpha)} \nabla_{\mu}{ }^{(\alpha)} \nabla_{\nu}-{ }^{(\alpha)} \nabla_{\nu}{ }^{(\alpha)} \nabla_{\mu} .
$$

As it stands, it measures the commutability between ${ }^{(\alpha)} \nabla_{\mu}$ and ${ }^{(\alpha)} \nabla_{\nu}$. In fact, it can be shown that a necessary and sufficient condition for the route independency of the $\alpha$-parallel transport is

$$
{ }^{(\alpha)} K_{\mu \nu} r=0,
$$

for any $r \in S(R)$ and any $\mu, \nu$. By a direct calculation we have

$$
{ }^{(\alpha)} K_{\mu \nu} r=\left(1-\alpha^{2}\right)\left(\left\langle\partial_{\mu} r\right\rangle v_{\nu}-\left\langle\partial_{\nu} r\right\rangle v_{\mu}\right) / 4
$$

where

$$
\partial_{\mu} r=\partial r / \partial \xi^{\mu}, \quad v_{\nu}=\partial \log p(x ; \theta, \xi) / \partial \xi^{\nu}
$$

Hence, ${ }^{(\alpha)} K_{\mu \nu} r=0$ identically if and only if $\alpha= \pm 1$.

## APPENDIX C

We first define some notation. The projected score $u^{I}(x ; \theta, \xi)$ at each $(\theta, \xi)$ spans a one-dimensional subspace $R_{1, \theta, \xi}^{I}$ of $R_{\theta, \xi}^{I}$. The information subspace $R_{\theta, \xi}^{I}$ can then be decomposed into

$$
R_{\theta, \xi}^{I}=R_{1, \theta, \xi}^{I}+R_{2, \theta, \xi}^{I}
$$

so that the information subbundle $R^{I}$ is also decomposed into the Whitney sum

$$
R^{I}=R_{1}^{I} \oplus R_{2}^{I}
$$

where

$$
R_{1}^{I}=\bigcup_{\theta, \xi} R_{1, \theta, \xi}^{I}, \quad R_{2}^{I}=\bigcup_{\theta, \xi} R_{2, \theta, \xi}^{I} .
$$

Now we assume that there exists the optimal estimating function $y^{*}(x, \theta)$ and that $c^{*}=c^{*}(\theta, \xi)$ depends on $\xi$. Then we first show that the bundle $R_{2}^{I} \oplus R^{A}$ is $e$-closed. Contrary to that, suppose that there exist $\xi_{0}, \xi_{1}\left(\neq \xi_{0}\right)$ and $y_{2}^{I} \in R_{2, \theta, \xi_{0}}^{I}$ such that

$$
{ }^{(e)} \pi_{\xi_{0}}^{\xi_{1}} y_{2}^{I}=b u^{I}\left(\xi_{1}\right)+y_{2}^{I \prime}\left(\xi_{1}\right)+y^{A^{\prime}}\left(\xi_{1}\right)
$$

where

$$
b \neq 0, \quad y_{2}^{I \prime}\left(\xi_{1}\right) \in R_{2, \theta, \xi_{1}}^{I}, \quad y^{A \prime}\left(\xi_{1}\right) \in R_{\theta, \xi_{1}}^{A}
$$

We consider the following estimating function which depends on a scalar parameter $\varepsilon$,

$$
\begin{aligned}
y_{e}(x, \theta) & =c^{*}\left(\theta, \xi_{0}\right) u^{I}\left(x ; \theta, \xi_{0}\right)+\varepsilon y_{2}^{I}\left(x ; \theta, \xi_{0}\right) \\
& =\left\{c^{*}\left(\theta, \xi_{1}\right)+\varepsilon b\right\} u^{I}\left(x ; \theta, \xi_{1}\right)+\varepsilon y^{\prime}\left(\xi_{1}\right)
\end{aligned}
$$

where

$$
y^{\prime}\left(\xi_{1}\right) \in R_{2, \theta, \xi_{1}}^{I} \oplus R_{\theta, \xi_{1}}^{A} .
$$

For the sequence $\bar{\xi}_{01}=\left(\xi_{0}, \xi_{1}, \xi_{0}, \xi_{1}, \ldots\right)$, by differentiating $v\left(y_{\varepsilon}, \bar{\xi}_{01}\right)$ with respect to $\varepsilon$, we have at $\varepsilon=0$,

$$
\begin{aligned}
\left.\frac{d}{d \varepsilon} v\left(y_{\varepsilon}, \bar{\xi}_{01}\right)\right|_{\varepsilon=0}=v\left(y^{*}, \bar{\xi}_{01}\right) & {\left[2 b A_{0} A_{1} c_{0}^{*}\left(c_{1}^{*}-c_{0}^{*}\right)\right.} \\
& \left.\div\left(c_{0}^{* 2} A_{0}+c_{1}^{* 2} A_{1}\right)\left(c_{0}^{*} A_{0}+c_{1}^{*} A_{1}\right)\right]
\end{aligned}
$$

which is nonzero. Therefore, there exists an $\varepsilon^{*}>0$ such that

$$
v\left(y_{e}^{*}, \bar{\xi}_{01}\right)<v\left(y^{*}, \bar{\xi}_{01}\right)
$$

holds. But for the sequence $\bar{\xi}_{0}=\left(\xi_{0}, \xi_{0}, \ldots\right)$, we have of course $v\left(y^{*}, \bar{\xi}_{0}\right)<$ $v\left(y_{\varepsilon}^{*}, \bar{\xi}_{0}\right)$, which is a contradiction. Hence, $R_{2}^{I} \oplus R^{A}$ must be $e$-closed when the optimal estimator exists in case (ii). This in turn implies that in the Whitney sum

$$
R=R^{N} \oplus R_{1}^{I} \oplus R_{2}^{I} \oplus R^{A}
$$

$R^{N} \oplus R_{1}^{I}$ is $m$-closed. Thus, we have

$$
{ }^{(m)} \pi_{\xi}^{\xi_{0}} u(\xi)=c\left(\xi, \xi_{0}\right) u\left(\xi_{0}\right)+u^{N}\left(\xi_{0}\right),
$$

where $u^{N}\left(\xi_{0}\right) \in R_{\theta, \xi_{0}}^{N}$. By projecting the preceding onto $R_{\theta, \xi_{0}}^{I}$, we see that $\bar{U}=\bigcup_{\xi} u^{I}(\xi)=R_{\theta, \xi_{0}}^{I}$ is a one-dimensional space spanned ${ }^{1}$ by $u^{I}\left(\xi_{0}\right)=$ $c^{*}\left(\theta, \xi_{0}\right) y^{*}(x, \theta)$, and thus $R^{I}$ is $e$-closed. This completes the necessary part of (ii). To prove the converse, suppose that $\operatorname{dim} R_{\theta, \xi}^{I}=1$ and $R^{I}$ is e-closed. Then it is immediate to show that $u^{I}$ can be written as

$$
u^{I}(x ; \theta, \xi)=c(\theta, \xi) u_{0}^{I}(x, \theta)
$$

by some $\xi$-free $u_{0}^{I}(x, \theta)$. Furthermore, any $y \in C_{1}$ can be decomposed into $y=u_{0}^{I}+y^{A}, y^{A}=y^{A}(x, \theta) \in R_{\theta, \xi}^{A}$ at any $\xi$. Thus, we have

$$
v\left(y, \bar{\xi}_{n}\right) \geq\left(\sum c_{i}^{-2} A_{i}\right) /\left(\sum c_{i}^{-1} A_{i}\right)^{2}=v\left(u_{0}^{I}, \bar{\xi}_{n}\right)
$$

proving the optimality of $u_{0}^{I}$.

## APPENDIX D

Let us define a Hilbert space $\tilde{R}_{0}$ by

$$
\tilde{R}_{0}=\left\{\tilde{r}(x) \mid E_{\theta, \xi}\left[\tilde{r}^{2}\right]<\infty \text { for any }(\theta, \xi) \in M\right\}
$$

This is a Hilbert space with an inner product

$$
\langle\tilde{r}, \tilde{s}\rangle_{0}=E_{\theta_{0}, \xi_{0}}[\tilde{r} \tilde{s}], \quad \text { where we fix a point }\left(\theta_{0}, \xi_{0}\right) \in M .
$$

A closed subspace $R_{0}$ of $\tilde{R}_{0}$ is defined by

$$
R_{0}=\left\{r(x) \in \tilde{R}_{0} \mid\langle r, 1\rangle_{0}=0\right\}
$$

whose topology is given by the inner product $\langle,\rangle_{0}$. The statistical model $M=\{p(x ; \theta, \xi)\}$ has a natural topology of two-dimensional Euclidean space $\mathbb{R}^{2}$. Then $\tilde{R}_{0} \times M$ is a (trivial) fiber bundle, and our

$$
R=\bigcup_{\theta, \xi} R_{\theta, \xi}, \quad R_{\theta, \xi}=\left\{r(x) \mid\langle r, 1\rangle_{\theta, \xi}=0\right\}
$$

is its subbundle satisfying local triviality.

More formally, we define a map $f$ from our $R$ to the trivial bundle $R_{0} \times M$,

$$
f: R=\bigcup_{\theta, \xi} R_{\theta, \xi} \mapsto R_{0} \times M
$$

by

$$
f(r)=r-\langle r, 1\rangle_{0}
$$

It is easy to show that $f$ is a bijection.
A topology is then neutrally introduced in $R$ by this mapping, i.e., by defining that a subset $\mathcal{O}$ of $R$ is open iff $f(\mathcal{O})$ is open in $R_{0} \times M$. By definition, it is evident that $f$ is a homeomorphism between $R$ and $R_{0} \times M$. This proves local triviality. Therefore, the $R$ forms a fiber bundle.
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