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ABSTRACT 

Moreno, L. and Neretnieks, I., 1993. Fluid flow and solute transport in a network of channels. 
J. Contam. Hydrol., 14: 163-192. 

A new model to describe flow and transport in fractured rocks is proposed. It is based on the 
concept of a network of channels. The individual channel members are given stochastically 
selected conductances and volumes. Flow-rate calculations have been performed. For large 
standard deviations in conductances, channeling becomes pronounced with most of the water 
flowing in a few paths. The effluent patterns and flow-rate distributions obtained in the 
simulations have been compared to three field measurements in drifts and tunnels of flow-rate 
distributions. Standard deviations of channel conductances were between 1.6 and /> 2.4 in some 
cases. A particle-following technique was used to simulate solute transport in the network. 
Non-sorbing as well as sorbing solute transport can be simulated. By using a special technique, 
solutes that diffuse into the rock matrix can also be simulated. 

INTRODUCTION AND BACKGROUND 

In Sweden it is planned to site the repository for spent nuclear fuel at 
500-m depth in crystalline rock, e.g. granite. These rocks are fractured and 

water flows in sparse channels in the fractures. Water flow rates are low at 
these depths, typically < 0.1 L m 2 yr ~. Most of the radionuclides of interest 
sorb strongly onto the rock minerals and will be considerably retarded, in 
relation to the water velocity, by this interaction. 

In this paper we develop a new model for solute transport in sparsely 
fractured rock. We also explore some of the properties of the model that 
affect radionuclide migration. Furthermore, we attempt to estimate values 
for the important parameters from large-scale field experiments and observa- 
tions. 

Flow and solute transport in fractured rock has been found to be poorly 
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NOTATION 

List of symbols used in the text 

L. M O R E N O  A N D  I. N E R E T N I E K S  

Symbol Description Unit 

A area (m 2) 
a wetted surface (m 2 m -3) 
C conductance (m 4 s kg /) 
c concentration (tool m -3) 
D e effective diffusion coefficient (m 2 s ~) 
Dbh borehole diameter (m) 
K a sorption coefficient (m 3 kg -~) 
L length (m) 
P pressure (kg m -1 s -2) 
Pe P6clet number 
Q water flow rate (m 3 s -1) 
W channel width (m) 
r radial distance (m) 
tw water residence time (s) 
Z channel length (m) 

angle (r,) 
aperture (m) 
porosity 

#o mean logarithm of conductance 
pp density of bulk rock (kg m -3) 
cr standard deviation in the log-normal distribution of conductances 
at standard deviation in the residence time distribution (s) 

described by the advection-dispersion concept and equations. Field observa- 
tions show that there are strong channeling effects and that when attempts are 
made to evaluate the dispersion coefficient, it appears to increase with distance 
(Neretnieks et al., 1987; Abelin et al., 1991b). Field observations in drifts and 
tunnels also show that flow channels are sparse and that the flow-rate distri- 
bution is very large among channels (Neretnieks et al., 1987). For short 
distances, it has been proposed that the flow and solute transport might 
better be described as taking place in a bundle of  independent channels 
(Neretnieks et al., 1987). For  longer distances, channels have a greater chance 
of  meeting and a network concept seems more appropriate. For  very long 
distances, it is conceivable that the mixing between channels is large enough 
for the transport to behave as described by the advection-dispersion model. 
This does not seem to have been observed in fractured rocks so far. 

Fracture network models have been proposed and tested on field data 
(Robinson, 1984; Long et al., 1985; Dverstorp and Andersson, 1989; Der- 
showitz et al., 1991) for flow calculations and in some cases also for tracer 
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transport (Cacas et al., 1990b; Dverstorp, 1991). These models need informa- 
tion on fracture trace lengths, orientations, frequencies and transmissivities, 
plus some assumptions, that are difficult to prove. In the end, they have to be 
calibrated to field observations. 

In this paper we attempt a simpler approach, and assume that flow and 
solute transport can be described as taking place in a network of channels. 
This simplification allows us to develop a simple model that does not need 
very detailed information. Data can be obtained from borehole transmissivity 
measurements and observations on fracture widths. Calibrations can be made 
with observations in drifts and tunnels. One important aspect of the model is 
that it is simple enough to accommodate the transport of sorbing solutes, 
especially those that diffuse into the rock matrix and sorb in the interior of 
the matrix. This is very important when assessing retardation of radio- 
nuclides, which may escape from repositories for nuclear waste. Below, we 
summarize some observations that have been the basis for the formulation of 
this model. 

Abelin et al. (1985) analyzed flow and solute movement in three natural 
fractures intersecting tunnels in the granite in the Stripa mine, Sweden. They 
found that the fractures were closed or very tight, with few open parts between 
the areas where two fracture surfaces are in contact. Observations in drifts and 
tunnels strengthen this impression (Neretnieks, 1987; Neretnieks et al., 1987). 
In two investigations (Neretnieks, 1987; Abelin et al., 1991a, b) it was found 
that fracture intersections often make up high flow-rate conduits. 

In the tracer test experiment performed in the Stripa mine by Abelin et al. 
(1991a, b), it was found that water flows into the drift with a very uneven 
spatial distribution. The results also show that the tracers are unevenly 
distributed in the drift. Very different concentrations were found in sheets 
near each other. Low values alternate with high values in nearby locations. 
In some cases, much of the tracer was found in locations far away from the 
injection hole. 

Detailed observations of flow distributions in two other long drifts and 
tunnels, Kymmen, western Sweden (Palmqvist and Stanfors, 1987) and the 
repository for low and intermediate waste, called SFR, Sweden (Neretnieks 
et al., 1987), show that the water outflow occurs in narrow channels, most of 
them < 10 cm wide. The channel density is ~ 1 per 20-100 m 2. Experiments 
that specifically aim to study channeling in individual natural fractures on the 
scale of 2-2.5 m in the Stripa mine (Abelin et al., 1990) also show that water is 
conducted in only a small part of a fracture. Channels have typical widths of 
< 10 cm. Hydraulic conductivities measured in the fracture planes show that 
there are very strong variations in conductivity in the plane of the fractures. 

Porous medium models cannot describe this uneven flow distribution. 
Network models have been used to describe the flow-rate distribution in the 



166 L. M O R E N O  A N D  1. N E R E T N I E K S  

Stripa experiment (Geier et al., 1990; Herbert and Splawski, 1990; Dverstorp, 
1991; Herbert et al., 1991). They describe the stochastic nature of the areal 
flow distribution but do not account for the channeling nature of the flow. 
None of the models have addressed the question of the interaction of solutes 
with the rock surfaces. Nor have any of the models accounted for the 
observations (Neretnieks, 1987; Abelin et al., 1990) that fracture intersections 
play an important role in conducting the water solutes. 

In a recent study, it was assumed that the flow in fractures that intersect 
each other can be described as the flow through channels in the planes of the 
fractures (Cacas et al., 1990a). These channels connect the centres of the 
fractures through a point at the intersection line between the fractures. The 
fracture network may then be simplified to a network of connected channels. 

One of the drawbacks of these models is that they need a large and very 
detailed data on fracture orientations, fracture size distributions and fracture 
conductivity distributions. A number of assumptions must also be made in 
interpreting the field observations to translate them into the data used in the 
models. Many of the assumptions are dubious and difficult to validate. One 
additional difficulty is the necessity of using only a small fraction of the real 
number of fractures in the simulations, because even the largest of today's 
computers cannot handle more information. The models with all their built-in 
assumptions must finally be validated by comparison with field data. The 
model described here needs much less data but also needs to be validated 
by field observations. 

CONCEPTUAL MODEL 

In our approach a three-dimensional (3-D) channel network model is 
developed. It can account for the stochastic nature of the flow distribution, 
the channeling nature of the flow and the interaction of reactive solutes with 
the flow-wetted rock surfaces. The solutes in the channels can also diffuse into 
and out of the rock matrix. 

To avoid many of the difficulties that fracture networks exhibit, we choose a 
different starting approach. It is assumed that the flow paths make up a 
channel network in the rock. Every channel member can connect to any 
number of other channel members, but we choose an upper limit of six 
members intersecting at a point, for reasons that are described below. Some 
of these channel members may have a conductivity that is so low that no 
connection is made. 

The use of six channel members is partly based on the observation 
that both fracture intersection and channels in the fracture planes 
play an important role in conducting flow. For two fractures that intersect, 
there will be one channel in every fracture plane that may continue 
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over the intersection line with the other fracture. In this way, up 
to four members in the fracture plane may intersect at one node. For 
those intersections where the fracture intersection itself is conducting, two 
more members may be added, forming a 6-member intersection. If there is 
more than one channel in a fracture, an independent intersection point will 
exist. 

Although the model concept is based on the above considerations, this does 
not mean that we consider a channel to lie only in one fracture or at a fracture 
intersection. A channel in our concept may have been formed by individual 
channel members in series. Thus a channel may consist of 1, 2, 3 or even more 
channel members. The actual number is not very important, as the properties 
of the channels will be obtained by calibration to field measurements. It would 
be helpful if many channel members could be combined in this manner, 
provided the important flow and transport properties were maintained, 
because the computation increases considerably with the total number of 
channels used in the model. 

For visualization purposes, the network is depicted as a 3-D rectangular 
grid. The hydraulic properties of the members can be generated by including 
the effects of channel members of different lengths, different hydraulic con- 
ductivities and other properties of interest. It is easy to vary the channel 
member density in different regions (e.g., along fracture zones) and to include 
effects of anisotropy in a simplified manner. In this paper, we develop and test 
only some important basic properties of the model. They include the ability to 
describe the uneven spatial distribution of flow, the residence time distri- 
butions of tracers, and the retardation due to matrix diffusion and sorption 
in the rock matrix. 

We do not think of the channels as necessarily being clearly identifiable 
physical features. In a fracture with varying apertures, the water will trace out 
different paths, depending on the gradient that exists at a given moment. 
When the conductivity variations are large, there will only be one or a few 
paths where most of the water flows. This has been found in simulations 
(Moreno et al., 1988, 1990) as well as in the field (Abelin et al., 1990). The 
flow paths may also be actual physical channels along fracture intersections or 
where dissolution processes have formed channels. They may have properties 
that vary along the flow path, but an average conductivity, volume and flow- 
wetted surface may be assigned to every channel member in the model. 

All properties of the channel members used in our model are thought to 
have a stochastic nature. The average transmissivity along a member and its 
length define the conductance. This is the only entity needed to calculate the 
flow, if the pressure difference between the two ends of the member is known. 
If the residence time is to be calculated for non-interacting solutes then the 
volume of the channel members is needed as well. For solutes that can sorb on 
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the rock, the "flow-wetted" surface area is also needed (Neretnieks, 1980). If 
the rock matrix is porous and the solutes have access to the interior porosity, 
the matrix diffusion properties must be known as well. We assume that it is 
possible to average these properties along a channel member. We also assume, 
in the present paper, that there is ideal mixing at channel intersections. 

The residence time distribution (RTD) is often described in terms of a mean 
residence time and dispersion. These are obtained from the first and second 
moments of the RTD. Higher moments, which describe exceptionally long 
tails or early arrivals, are usually not considered. Although early arrivals, in 
particular, may play an important role for decaying radionuclides. 

There are several mechanisms that cause dispersion of tracers: dispersion in 
the individual members of the network, dispersion caused by increase in the 
spread of residence times due to different velocities in the channels, and 
spreading caused by matrix diffusion effects. In preliminary calculations, we 
found that the dispersion in the individual members is negligible compared to 
the two other causes. This was also found by Cacas et al. (1990b), and will not 
be discussed further in this study. 

Mixing at intersections will also influence the RTD of the network. Several 
possible reasonable assumptions can be made of the mixing processes 
(Robinson, 1984; Smith et al., 1987), but none have been actually tested in 
real networks. We will only use the full mixing assumption in this paper. 

Matrix diffusion effects and sorption in the interior of the matrix are 
assumed to be active, and to be a Fickian process (Neretnieks, 1980). 

Both linear and convergent flow are simulated. The latter one to account 
for the inflow to a tunnel, such as in Stripa, and to compare with the flow-rate 
distribution there. Tracer transport is simulated in the same networks. For 
tracer transport, additional information on channel volumes and flow-wetted 
surfaces is needed. No independent data on this are available, and therefore 
various assumptions are used and compared with the field results. 

CALCULATION PROCEDURES 

Generation of network 

The use of a 3-D rectangular network does not mean that the channel 
members are of equal length or that they form such a network: it is only a 
simple way of visualizing the network. Each member of the network is 
assigned a hydraulic conductance. The orientation and location of the mem- 
bers only become important when they are compared with real geometry. 

The flow calculations only need the information on the conductances of the 
channel members and the boundary conditions. The conductance is defined as 
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the ratio between the flow in a channel member and the pressure difference 
between its ends. When solute transport is included, the volume of the mem- 
ber has to be known. If sorption onto the fracture surface or diffusion into the 
matrix will be included in the model, the surface area of the flow-wetted 
surface must also be included. Then some properties of the rock are needed 
as well, such as rock matrix porosity, diffusivity, and sorption capacity for 
sorbing species. 

In the present simulations, the conductances of the channel members are 
assumed to be log-normally distributed, with mean #0 and standard deviation 
cr c. It is also assumed that the conductances are not correlated in space. The 
volume will be estimated by using various assumptions, due to the lack of 
data. 

Fig. 1 shows a schematic view of the mesh used in this paper. An outline of 
the approach used to calculate the fluid flow and solute transport through the 
network of members is presented below. The method is described in more 
detail in Moreno et al. (1988). 

Fluid flow calculations 

For laminar conditions, the flow through a channel member is proportional 
to the pressure gradient. The flow between two points i and j may be written 
a s i  

Qi/= Cij(PJ - Pi) (1) 

where Cij is the conductance connecting the nodes i andj. The pressure field is 

Fig. 1. At  a f racture  intersect ion up  to six channel  me mbe r s  m a y  Intersect. 
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calculated by writing the mass balance at each intersection point: 

Qi~ = 0 for all i (2) 
J 

The solution of this system of equations yields the pressure at each node. Flow 
between adjacent nodes is then calculated by using Eq. 1. 

Solute transport calculations 

The solute transport is simulated by using a particle-following technique 
(Robinson, 1984; Moreno et al., 1988). Many particles are introduced, one at 
a time, into the known flow field at one or more locations. Particles arriving to 
an intersection are distributed in the outlet channel members with a prob- 
ability proportional to their flow rates. This is equivalent to assuming total 
mixing at the intersections. Each individual particle is followed through the 
network. The residence time in a given channel for non-sorbing tracers is 
determined by the flow through the channel member and by its volume. 
The residence time of an individual particle along the whole path is deter- 
mined as the sum of residence times in every channel member that the particle 
has traversed. The residence time distribution is then obtained from the 
residence times of  a multitude of individual particle runs. 

From the RTD, the mean residence time and variance can be calculated. 
They may be used to determine the P~clet number, which is a dimensionless 
measure of the dispersivity (Levenspiel, 1972). 

2/Pe : 2 = o , / t .  (3) 

When dispersion in the channel and/or diffusion into the rock matrix are 
considered, different particles in the same channel member will have different 
residence times. Here, residence times for the particles may be described by the 
RTD of the particles, expressed as a probability density function, pdf. It may 
be thought of  as the outlet concentration for a pulse injection. If this curve is 
integrated over all the possible residence times, the cumulative distribution of 
the residence times is obtained. 

When diffusion from the moving water into and out of the rock matrix 
takes place, a particle may reside in the matrix for some time in addition to its 
residence time in the water in the channel member. For a flat channel from 
which the diffusion, in a semi-infinite medium, is perpendicular to the channel 
surface, a simple analytical solution is available for the RTD. The cumulative 
curve, F, for the residence times is obtained as (Carslaw and Jaeger, 1959): 

g = erfc [(KdDePp)°Stw/(t  - tw)°5~5] (4) 

for times greater than the water-plug-flow residence time t W. Otherwise the 
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value is zero. Eq. 4 considers only advection in the channel and diffusion into 
the rock matrix. Longitudinal dispersion is neglected. (See Notation for 
definition of symbols.) 

For a rectangular channel member, the water-plug-flow residence time is 
obtained from the ratio between the channel volume and the flow rate through 
it. It may be calculated by L W ~ / Q .  Introducing this expression into Eq. 4 
yields: 

F -- erfc [ (KdDePp)°sLW/( t  - tw)°SQ] (5) 

For particle following, we adopt the technique used by Yamashita and 
Kimura (1990). The travel time for each particle in a channel member is 
determined by choosing a uniform random number in the interval [0,1]. The 
travel time for the particle, t, is then calculated by solving for t in the following 
equation: 

[R]0 l = erfc [(KdDePp)°sLW/( t  - tw)°SQ] (6) 

SOME PROPERTIES OF THE MODEL 

The simulated domain is a cubic grid with 20 channel members in each 
direction. The pressure gradient is imposed perpendicularly to one side. No- 
flow conditions are imposed on the four sides parallel to the pressure gradient. 
The outflow is through the 400 channels in the low-pressure side. Grids with a 
larger number of channel members were also simulated. 

Flow-rate distributions 

Fig. 2 shows the number of channels, of the 400 at the outflow face of the 
cubic grid, which carry a given flow rate (relative) for two ac. Note that the 
flow rate decreases to the right in the graph. The flow rates have been grouped 
in "bins" with the upper bound twice as large as the lower bound. This forms a 
geometric progression with a factor of 2 between the bins. This mode of 
representation has been chosen because in practice the larger channels will 
always be seen, whereas the measurement limit will determine the smallest 
flow rates that can be observed. In field observations, only the flow rates in the 
6-8 bins with the largest flow rates may be used for calibration purposes. This 
means flow rates in 2 3 orders of magnitude. In histograms showing the 
fraction of flow in a given interval, only the largest flow rates contribute 
significantly to the total flow. Fig. 3 shows the cumulative fraction of flow 
for flow rates less than a given value, for two ac. The total flow is normalized 
to the total flow in the 8 largest intervals. The contribution of the interval with 
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Fig. 2. Histograms for the number  of  channels with flow rate in a given interval, for values of  0.2 (a) and 0.8 
(b) in the s tandard deviation of the conductance c~ c. The flow at the left is large, and decreases towards the 
right. 

the smallest flow rate is very small for both o- c. This type of  graph will later 
(Fig. 10) be used to calibrate the model with field data. 

The simulations also show that the total flow through the grid increases 
with increasing cr c. For  example, for cr c = 2.4 the flow is 7.4 times larger than 
for a grid with the same hydraulic conductivity (the same geometric mean) 
and ac = 0. These values are close to the values predicted for a porous  
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Fig. 3. Cumulative curve for fraction of flow with flow rate less than a given value for different standard 

deviations in conductances. 

medium with variable conductivity (Gelhar and Axness, 1983; Neuman et al., 
1987). 

The flow rates emerging from the grid have a standard deviation for the 
logarithmic flow rate of ~ 0.85 ac. This can be explained by a smoothing effect 
due to channelconnectivity. The smoothing effect is larger for the flow rates 
inside the grid. When the standard deviation of the flow rates was determined 
a value of 0.7 ac was found in the interior of the grid. These results imply that 
if all flows into a tunnel could be measured, then the standard deviation of the 
flow-rate distribution would not be equal to that of the flow-rate distribution 
inside the rock mass. 

As shown in Fig. 2, the distribution of the flow rates from the grid, on a 
logarithmic scale, shows an asymmetric tail extending out to smaller flow 
rates. This tail is not observed at the field observations because the very 
small flows are not measured. The measured flow rates cover 2-3 orders of 
magnitude at most. 

Number of  "active" channels at intersections 

The number of channel members that carry a significant fraction of the 
total flow will decrease with increasing standard deviation of conductances ac. 
To explore the number of members that contribute significantly to the total 
flow at each intersection, the following procedure is used. 

The curve for conductance distribution (log-normal) is divided into 6 
intervals along the axis of log conductances, where each part had the same 
area under the curve (-~). Then, on average, the member with the smallest 
conductance in an intersection belongs to the first of these intervals, and the 
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TABLE 1 

Fraction of intersections with a given number of channels, for different standard deviations in 
the conductance distribution 

Number of Standard deviation 
channels 

0.40 0.80 1.60 2.4 

0 0.000 0.000 0.004 0.029 
1 0.000 0.000 0.033 o. 139 
2 0.000 0.000 o. 130 0.281 
3 0.000 0.004 0.268 0.301 
4 0.000 0.046 0.316 o. 183 
5 0.000 0.273 0.199 0.059 
6 1.000 0.676 0.052 0.008 

member with the largest conductance belongs to the last interval. A con- 
ductance that is 1% of the lowest limit of the largest conductance interval 
(83.3% in the cumulative curve) is considered negligible. The fraction of 
intersections that has a given number of  channel members with non- 
negligible conductance is then calculated. For  example, for a standard 
deviation ac of  1.6, 39% of the members have a conductance less than our 
limit. From this value, it is found that 5%, 20% and 32% of the intersections 
have 6, 5 and 4 channels, respectively. 75% of the intersections have ~< 4 active 
members. For  ~c = 2.4, 17% of the intersections have 0 or 1 active channel 
member, which means that there is no flow there. 28% of the intersections 
have 2 channel members, which means one conduit. 48% have 3 or 4 channel 
members and 7% have > 4. Only about half  the intersections contribute to 
mixing processes here. Note that the criterion for non-active channels, < 1% 
of the flow in the group of members with the highest flow rates, still includes 
many members with low flow in the network. A limited number of  paths will 
therefore conduct most of  the water flow. These values were checked with 
simulated results for a grid of  20 x 20 x 20 nodes and the agreement was 
excellent. Results for different standard deviations are shown in Table 1. 
The connectivity of  the network is strongly reduced when the standard 
deviation of  the conductances is increased. A large standard deviation of  
conductances results in a network with sparse channel members. 

Solute residence time distributions for non-interacting solutes 

It will later be demonstrated that the RTD for non-interacting solutes is not 
and cannot be related to the RTD of sorbing solutes. Nevertheless, non- 
interacting solutes are commonly used for tracer tests. However, information 
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on spatial distribution of flow and of mixing and spreading processes in the 
network can be obtained. For this reason, the RTD properties for non- 
interacting solutes are discussed here, and some of the limitations in our 
understanding are pointed out. 

Although a limited number of flow paths carries most of the flow, all 
channel members contribute to some extent. This implies that the distri- 
bution of the residence time may become very broad. The fastest paths will 
be those with large flows, but the tail of the RTD will be determined by 
low-flow channel members. For large values of Crc, it may be expected that the 
difference in residence times between the fast and the slow paths is con- 
siderable. The RTD is influenced not only by the flow rates in the channel 
members but also by their volume. 

There are no reliable relationships known, at present, between the con- 
ductance and the volume. Several approaches are explored. The volume 
could be determined from a new independent distribution (e.g., a new 
log-normal distribution). Then the volume of a channel would be totally 
independent of its conductance. Another choice could be to assume that the 
aperture is proportional to the conductances of the channel members. 

The main difficulty in determining which of the possible approaches may 
represent the volume is the lack of field data. We have tested some approaches 
between conductance and volume. From these simulations, we expect to find 
which approach(es) could be used, by comparisons with field observations of 
the distribution of tracer residence times. 

Four approaches were chosen: 
(1) Volume assumed to be proportional to the hydraulic conductivity, e.g. 

channels with filling material. 
(2) Volume assumed to be constant. 
(3) Volume proportional to cubic root of channel conductance (i.e. propor- 

tional to the hydraulic aperture). 
(4) Volume determined from an independent random distribution. 
In the proportional approach, we assume that the conductivity is pro- 

portional to the aperture. This would be true if the channel contained filling 
material that causes the pressure to drop. In the constant approach, a constant 
volume is assumed. In the cubic root approach, we assume that the aperture is 
proportional to the conductance raised to an exponent between 0 (constant) 
and 1 (proportional). The value of the exponent is chosen to be 0.33, in 
similitude with the cubic law that has been used to describe flow in fractures 
for a long time. However, there is experimental evidence that this is not true 
for small aperture channels. The small apertures (constrictions) play an 
important role in the determination of the conductance, whereas the large 
apertures determine the volume. Some runs were also done with an exponent 
of 0.67. 
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Fig.  4. C h a n n e l  v o l u m e  as  a f u n c t i o n  o f  the  c h a n n e l  c o n d u c t a n c e  fo r  the  d i f fe ren t  a p p r o a c h e s  used  in the  

s i m u l a t i o n s  o f  so lu te  t r a n s p o r t .  

In the independent conductance approach, the volumes are randomly 
generated by assuming that they are log-normally distributed. The standard 
deviation in the volume distribution is taken to be: (a) e = ec/3 and (b) 
O ' ~  O" c .  

The interval in which the volume may be found as a function of  con- 
ductances is compared for the different approaches. For  example, for a 
standard deviation in conductance of  1.2, 95% of  the conductances are 
found within a span of  5 orders of  magnitude. Then, for the cubic root 
approach, the volumes are found in a quite narrow interval (~  1.5 orders of  
magnitude). For  the proportional approach, this interval spans 5 orders of  
magnitude. Fig. 4 shows the relationship between conductance and volume 
and the possible intervals where volumes may be found for a standard devia- 
tion, Crc, of  1.2. 

Two types of  injection were used. First, a large number  of  particles was 
injected on the high-pressure side of  the block and collected on the opposite 
side. The number  of  particles that flow into each inlet channel is proportional 
to the flow rate in these channels. This injection could correspond to the 
release of  contaminants  from a repository. This type of  injection was chosen 
because it is independent of  the injection location (Moreno et al., 1990). 

For  the second injection type, many particles are injected at a point in the 
mesh, and the particles reaching the outlet are collected at their respective 
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T A B L E  2 

P6clet n u m b e r  as a funct ion  of  the s tandard  deviat ion ac for different assumpt ions  used for 
channel  volume 

Assumpt ion  for 
channel  volume 

S tandard  deviat ion 

0.80 1.60 2.40 

Propor t iona l  to conductance ,  C 2.63 0.19 0.13 
Cons t an t  volume 3.90 0.56 0.09 
Propor t iona l  to C I/3 10.45 4.41 1.13 
Propor t iona l  to C 2/3 8.41 0.79 0.20 
R a n d o m  with a = crc/3 3.19 0.28 0.80 
R a n d o m  with c~ = c~ c 0.41 0.04 0.06 

Average values f rom 20 simulations.  

locations. For  a mesh of  20 x 20 x 20 nodes, with downward flow, the injec- 
tion was made at level 15 from the bottom. The mass flow at a given location is 
proportional  to the number  of  particles that reach that location per unit time. 
The relative concentration is determined from the number  of  particles per unit 
time that arrive at a collection point, divided by the flow rate in the same 
location. This type of  injection was used to compare the data with those from 
the 3-D tracer test experiment done in Stripa (Abelin et al., 1991a). 

P6clet numbers and mean residence times are calculated from the particle 
residence time distribution. Breakthrough curves corresponding to step 
injection are also plotted. This is carried out by summation of  all the particles 
that have an arrival time less than a given time. 

As will be shown later (Table 5), values of  ~r c obtained from comparisons 
with field observations are in the range of  1.6-2.4. 

P6clet numbers when the particles are injected in one of  the block sides are 
shown in Table 2 for different volume approaches. There is insufficient infor- 
mation to accept or reject any of  these approaches. However, if we consider 
that a very large dispersion (Pe << 1.0) is uncommon in field observations, 
then some approaches seem less likely, e.g. when the volume is chosen from a 
new distribution or when the volume of  the channel is proportional to the 
channel conductances. The other approaches give residence time distributions 
found in field experiments. The largest P6clet number (or the smallest dis- 
persion) is obtained when the channel volume is taken to be proportional to 
the cubic root  of  the conductance. 

The same results are obtained when point injection is used. The P6clet 
numbers obtained are shown in Fig. 5 for standard deviations in conduc- 
tances of  1.6 and 2.4. 

The collection sections where the injected tracers (particles) reach the drift 
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Fig. 5. Histogram showing the P6clet number for standard deviations in channel conductances of 1.6 
and 2.4. 

are illustrated by plotting their spatial distribution. Fig. 6 shows the maximum 
concentration at different locations for small (a c = 0.2) and large (ac = 1.2) 
standard deviations in conductance. When a small standard deviation is used, 
the spatial distribution of  concentration is narrow, with a maximum value 
under the projected injection point. The concentration decreases rapidly with 
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the distance from the projected injection point. For a large standard devia- 
tion, the maximum concentration shows some isolated peaks. These results 
show that the flows in channel members with different conductivities may 
explain the variations in concentration with the location. Low concentrations 
may be found surrounded by high concentrations or vice versa. The patterns 
found in these simulations are similar to those observed in the so-called large- 
scale experiment at Stripa (Abelin et al., 1991b). 
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Solute transport for matrix interacting solutes 

If the solutes also have access to the matrix porosity by diffusion, the 
residence times of the solute particles are larger than the residence time 
without diffusion into the matrix. For low flow rates, Q, in relation to the 
flow-wetted surface, L W, in a channel member, the solute can be very much 
retarded compared to the water flow residence time, tw. In the flow and tracer 
experiments in Stripa (Abelin et al., 1991b), where water flow residence times 
for the different tracers varied from months to years, they found that matrix 
diffusion may have contributed noticeably to the retardation of the tracers. 
We have therefore incorporated this mechanism in our model for use in later 
studies of tracer transport. 

The residence time for each particle that passes the channel member is 
stochastically determined by Eq. 6. The capability of the particle following 
method to describe the diffusion in the rock matrix was tested by generating a 
network with equal channel members (zero standard deviation). The overall 
channel thus consists of 15 channel members in series with equal properties. In 
this channel, we used the stochastic process to simulate the diffusion in the 
rock matrix. The results agree very well when compared with the analytical 
solution if a few thousand particles are used. The parameter values were 
chosen to give no matrix interaction as well as considerable matrix uptake 
of the tracer. The procedure was found to be fast and accurate also in network 
calculations as well. 

To illustrate the potential impact of matrix diffusion on the transport, a few 
sample calculations are presented. The data are chosen to be relevant for the 
migration of a sorbing radionuclide escaping from a deep repository for 
radioactive waste in granite (SKB, 1992). 

Simulations including matrix diffusion were done on a mesh of 
20 × 20 × 20 nodes. The member length was assumed to be 5 m; this means 
a travel distance of 100 m. A channel width of 0.2 m and a channel aperture of 
0.1 mm are chosen. The Darcy velocity through the mesh is assumed to be 
0.0001 . Therefore the water mean residence time is 2.4 yr. For the product 
KdDepp, which describes the diffusion and sorption properties of the rock, a 
value of 1.0.10 -1° m 2 s t is assumed. Eq. 6 was determined assuming diffusion 
into a semi-infinite medium. For sparse channels in crystalline rock, sorbing 
species penetrate into the matrix only some tens of centimetres in 1 Myr. For 
nonsorbing species and very long times the penetration fronts frpm different 
channels may meet and then the equation is not valid. 

The simulations were done with a standard deviation, crc, of 1.6. Fig. 7 
shows the breakthrough curve for some realizations. The solute transport 
for species that interact with the matrix is thus determined mainly by the 
diffusion and sorption properties of the rock, the flow distribution, and the 



F L U I D  FLOW A N D  SOLUTE TRANSPORT IN A N E T W O R K  OF C H A N N E L S  181 

0 
1 0 -  

0 .m  

10 "1 I.. 

o 
C 
0 -2  
~ 1 0  

> 

n -  

- 3  
10 

- 4  
10 . . . . . . . .  I . . . . . . . .  [ . . . . . . . .  I . . . . . . . .  I . . . . . . . .  I . . . . . . . .  I 

1 2 3 4 5 6 7 
10 10 10 10 10 10 10 

Time, years 
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flow-wetted surface area of the channel. The impact of the channel volume is 
negligible since the residence time of interacting solutes in a channel is usually 
much longer than the water residence time, see Eq. 6. 

This was also confirmed in the simulations. The breakthrough curves were 
equal irrespective of the volume-conductance relations used. This suggests 
that the RTD of tracers that have access to the rock matrix will be determined 
by the conductance distribution and the flow-wetted surface of the rock, and 
not by its flow porosity. 

To simulate the transport of sorbing solutes which diffuse into and out of 
the rock matrix, the following data are primarily needed in our model: 

conductance distribution (#, ac) 
- -  channel lengths (L) 
- -  channel widths (W) 

The conductance distribution, together with the average hydraulic 
gradient, gives the flow-rate distribution in the channel network. The channel 
lengths and widths determine the flow-wetted surface of the channel members. 
This is sufficient for the simulation of the migration over the distance of 
interest. Note that no information is needed on flow porosity or "dispersion". 

The data needed can be obtained from field observations and experiments. 
This is done in the next section, where methods are developed to obtain the 
data from observations and experiments in drifts and tunnels as well as in 
boreholes. 

C A L I B R A T I O N  A N D  C O M P A R I S O N  W I T H  F I E L D  O B S E R V A T I O N S  

The water inflow to tunnels will be at isolated points on the tunnel walls. 
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below the detection limit. 

This will look like a number of "channels" being cut by the rock faces of the 
tunnel. The outflow face of the network model will also have a number of 
"channels" with flowing water. 

The flow rates out from the simulated cubic grid cover a very wide interval, 
if a large value of ac is used. On the other hand, the field results often show 
variations of only a few orders of magnitude in flow rates. This aspect is 
schematically presented in Fig. 8. The histogram shows the number of chan- 
nels with flow rates in a given interval, if even the channels with a very small 
flow rate could be monitored. From field observations, only data for 6-8 bins 
may be obtained. They are shown with shaded bars in the figure. The white 
bars represent the unknown data. The whole histogram could also represent 
the results of a simulation. 

The calibration procedure is as follows. The inflow measurements to the 
drift are compared with the simulated results. With the available data (the 
shaded bars) the standard deviation ~c may be estimated. Then, when the 
value of  cr c is known, the number of  channels in the observable flow-rate 
interval for the field data is compared with that of the model for the same 
interval. The total number of  channels in the field (observable and non- 
observable channels or shaded and white bars in the histogram) is obtained 
by comparing the field data with the results from simulations. 

(total number of channels in rock) 

(total number of  channels in simulations) 

(number of  channels observed in rock above a chosen flow rate) 

(number of channels in the simulations spanning the same flow-rate range) 

(7) 
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The same procedure can be used for the packer test data in boreholes if these 
are analysed for the number  of  intersections, provided channel widths and the 
borehole diameter are known. This is described in the next section. 

The channel network model gives no inherent information on channel 
member  widths or lengths. Nor  is the distribution function for the con- 
ductances known a priori. If  the latter is assumed to be log-normal, then 
the mean and standard deviation can be found by fitting them to measured 
data. It has been found, by several investigators, that the standard deviation 
of  transmissivities obtained in boreholes often is between 1 and 3 on a 
logarithmic (base 10) scale (Cacas et al., 1990a; Geier et al., 1990; Holmes 
et al., 1990). Dverstorp (1991) used values ranging from 0.4 to 2.4 in simula- 
tions of  the Stripa experiments with the best results for cr c = 1.7. Cacas et al. 
(1990a) found a value of  0r c = 3.2 for the Fannay Aug~re, France, experiments 
in their fracture network model calibration. 

Using data from drifts and tunnels 

At the SFR site, there are flow-rate measurements available for indivi- 
dual spots over an area of  14,000 m 2 (Neretnieks, 1987). Table 3 summarizes 
the data. The flow-rate ranges have been chosen as a decreasing geometrical 
progression, such that each range "bin"  is half the previous one. The reason is 
that one will undoubtedly observe the largest flow-rate spots, but will have a 
decreasing accuracy in detecting spots with lower flow rates. It is also gener- 
ally not  possible to know the total inflow to the low-flow-rate spots, so that a 
cumulative flow-rate curve cannot  be constructed to start at the low-flow end. 
However, a cumulative curve can be started from the high-flow end and can be 
compared to the model results. If  graphs with the cumulative fraction of  flow 
rates are used and the experimental results plotted in those, an estimate of  the 
standard deviation of  conductances can be made. The cumulative flow rate 
increases little when > 5-6  "bins" are used. The method can thus be expected 

TABLE 3 

Flow rate distribution at the different spots at SFR 

Flow rate Number of Cumulative number of Fraction of 
range spots spots flow rate 

~> 1.6 2 2 0.13 
0.8-1.6 4 6 0.15 
0.4 0.8 12 18 0.21 
0.2-0.4 41 59 0.30 
0.1 0.2 38 97 0.13 
<0.1 67 164 0.08 



184 L. M O R E N O  A N D  1. N E R E T N I E K S  

1 o 0 ~  

O 

. , - 0 . 8 -  
O 

c- 
O 
~ 0 . 6 -  
U ? 

• 0 . 4 -  

-.,1 

E 0 . 2 -  

o 

0 . 0  

°,j's ~ 

. "~ '~"  I . . . . .  Std Dev = 2.40 

I S R ata 

I I I I I I 
1 2 3 4 5 6 

- L o g 2 ( R e l a t i v e  f l o w  r a t e )  
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results. 

to be robust, in the sense that the most important  paths have been accounted 
for. For  the SFR data, cr c is found to be ~ 1.6 with this method. The cumu- 
lative flow-rate curves obtained from the simulations and the cumulative 
curve from the field observations are shown in Fig. 9. The choice is not totally 
clear, because the differences between the curve obtained with the SFR obser- 
vations and the curves for cr c = 1.6 and 2.4 are small. For  this reason, an 
alternative procedure is discussed below. 

In Table 4, the cumulative number of  channels for three cr c are given. If  the 
ratio of  the cumulative number of  channels in the model to the number of 
channels in the SFR observations is calculated, the model and observed results 
agree best for cr c = 1.6. The agreement is based on obtaining the same ratio 
along the various flow-rate intervals. This is also seen in Fig. 10, where this 
ratio is plotted as a histogram. The figure shows that the bars for cr c = 1.6 are 
of  a more even height than for the other ~r e, meaning that the observed and 
model distributions agree best for this cre. This confirms the value of  ac 
obtained with the cumulative flow rates. The values used in Table 3 corre- 
spond to average values for 20 realizations. 

The values for a grid with 40 channels in each direction are also shown in 
Table 4. Here, the ratio is also more even for cr c -- 1.6, indicating that cr c is not 
sensitive to the grid size used. 

Once cr c has been established, the number of  channels can be found by 
"aligning" the two columns, "Number  of  channels in the model"  and 
"Observed number of  channels," starting with the highest flow-rate range, 
see Table 4. The ratio of  the number of  channels in the model to the observed 
number of  channels was found to be ~ 0.99, which means that the model has 



FLUID FLOW AND SOLUTE TRANSPORT IN A NETWORK OF CHANNELS 185 

TABLE 4 

Match of  model  and observed flow rates at SFR,  for a grid with 20 channels in each direction 

Flow rate Crc = 0.8 a~ = 1.6 ~r~ = 2.4 ~ = 1,6" Observed channels 

category at SFR 

Cumulative number  of  channels from model for 

1 11 2 1 4 2 
1_ 53 8 6 35 6 
2 
l 119 27 17 114 18 
l 194 57 34 241 59 g 
L 258 90 56 385 97 16 
J- 351 163 103 685 164 32 
0 400 400 400 1,600 

Ratio of  model  to observed channels 

l 5.5 1 .00  0.5 2.0 
1 8.8 1.33 1.0 5.8 

6.6 1.50 0,9 6.3 
t 3.3 0.97 0,6 4.1 

± 2.7 0.93 0,6 4.0 16 
±" 2.1 0.99 0,6 4.2 32 

Bold face values are for the best fit. 

*Grid with 40 channels in each direction. 
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TABLE 5 

Summary of the results for SFR, Stripa and Kymmen 

O- c A Z (drift) 
(m 2) (m) 

SFR 1.6 35 5.9 
Stripa 2.4 2.7 1.6 
Kymmen rock mass 2.4 105 10.3 
Kymmen zones 2.4 21 4.5 

1% fewer channels than the real drifts and cavern at SFR.  The model in the 
present simulations had 400 channels at the outflow face. The S F R  thus has 
400/0.99 =404  inflow channels. In this figure all the channels are included. 
These 404 channels are found on a surface area of  14,000 m 2. This means that 
every channel has 35 m 2 on average, and the average length of  the channel 
members is the square root  of  this figure, Z = 5.9 m. When the simulations 
were done using a grid with 40 channels in each direction, the ratio of  the 
number  of  channels in the model to the observed number of  channels was 4.1. 
As the total number of  channels in the model is 1600, the S F R  has 1600/4.1, or 
390 inflow channels. This gives a density of  1 channel per 36 m 2 and a length of  
6.0 m. The results are only slightly influenced by the grid size. 

The same method can be applied to the observations in Stripa, by assuming 
that every sheet has only one channel. The best agreement is obtained for 
ac = 2.4. This value is found by matching the model with the observations, for 
both the cumulative fraction of  flow and the cumulative number of  channels. 
The channel density is found to be one channel per 2.7 m 2 and the channel 
length 1.6 m. Besides the quite detailed Stripa and SFR  measurements,  there 
are flow-rate estimates at spots in a drilled tunnel at Kymmen (Neretnieks, 
1987). The Kymmen  tunnel is a face-drilled tunnel with a length of  4.5 km and 
a diameter o f  4.6 m. 63 fractures zones were identified, which make up a total 
length of  672 m. Within the rock mass, the channel density is found to be one 
channel per 105 m 2 and the channel length 10.3 m. For  the zones, the area per 
channel is 21 m 2 and Z is 4.5 m. Table 5 summarizes the results for the three 
sites. 

Channel widths have been measured in drifts and tunnels. Recently Palm- 
qvist and Lindstr6m (1991) analysed earlier observations in the Kymmen 
tunnel and found that 99.7% of  the channels have a width of  < 0.1 m. 
Channel widths at SFR  were also a few tens of  centimetres, at most, with a 
few exceptions. A large number  of  them was point spots, found at fracture 
intersections and as small holes (Neretnieks, 1987). In the 3-D drift at Stripa, 
they also found that the water collection sheets collected more water in areas 
where there were more fracture intersections (Abelin et al., 1991b). A recent 
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experimental investigation that specifically measured channeling at Stripa 
(Abelin et al., 1990) also found that channels were typically a few centimeters 
to a few tens of centimeters wide. We use 10 cm as a "typical" width for 
channels in this paper. 

Using borehole data to estimate channel lengths 

In practice, the measurement limit in packer tests determines when a packer 
section is assumed to be "non-conducting." Typically, the transmissivity of 
the most conducting sections in the rock mass is 4-6 orders of magnitude 
more transmissive than the measurement limit. The measurements are usually 
available in the form of a number of packer intervals with measured trans- 
missivities for the borehole tests. These measurements can be used to estimate 
the total number of conductive fractures (channels) intersected by the bore- 
hole(s). This has been done on data from Stripa (Geier et al., 1990). The 
information then needs to be translated into the number of channels of a 
given width W and length Z per rock volume. A method for doing this is 
developed below. 

The rock contains a large number of channels randomly orientated, with 
an average length Z and an average width W. If there are several of such 
channels in a volume of rock, a borehole that is drilled in the rock may 
intersect some of them. In this analysis, we assume that the aperture of the 
channels is very small compared to the other dimensions of the channels and 

Average dis 
from boreh( 
in which 
channels 
intersect ho] 

W 

Examples of 
location of 
possible 
channels 

Fig. 11. The average  dis tance  at  which the "ou t s ide"  of  the channel  can be s i tuated and  still touch the 
borehole.  W is the wid th  of  the channe l  and  c~ is the intersect ion angle between the borehole  and  the 
channel .  
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Fig. 12. View of borehole from above, indicating at what distance from the borehole a channel must lie, on 
average, in order to be in contact with a borehole. 

that the widths of  the channels are small in relation to the average distance 
between channels. 

Consider a borehole with diameter Dbh and how a channel must be located 
in order to be in contact with the hole. Fig. 11 shows a vertical borehole and a 
channel with different angles to the horizontal. The average distance, W.av, is 
obtained by integrating over all angles a: 

Way = ½7r -1 f½~ Wsinado~ = W27r l (8) 
3 0 

In the same way the average distance at which a channel will intersect the hole 
in the other direction, Zav , can be obtained. This is illustrated in Fig. 12. 

Zav = ½71 "-1 Ii ~r Zsin/3d/3 = Z27r -I (9) 

Thus the average area in Fig. 12 in which a channel must lie to contact the hole 
is: 

1 2 Aav = ~TrDbh -k 2 Z a v ( D b h  q- 2Way) (10) 

If the average distance between channels intersected by the borehole has been 
shown to be H, then the rock volume containing one channel is HAav. In a 
system with a cubic grid of  channels, every cube with sides Z is delimited by 12 
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channels. Every channel is shared by four other cubes, so there are three 
channels per volume of  size Z 3. Thus: 

Z 3 = 3HAav = 3H[lrrD2h + 2Zav(Dbh + 2Wav)] (11) 

Substituting Eqs. 8 and 9 into Eq. 11 gives: 

Z 3 =  3H[lrrD2h +4Zrr l(Dbh + 4Wrr-1)] (12) 

If H, Dbh and W are known from independent measurements, then Z is 
obtained from Eq. 12. When Z >> Dbh , the first term in Eq. 12 can be 
neglected and Z is obtained from: 

Z 2 = H12rr l(Dbh +4WTr -1) (13) 

Geier et al. (1990) found that in three horizontal nor th-south-or ienta ted  
boreholes, drilled nearly parallel to the 3-D drift in Stripa, the standard 
deviation of  transmissivities was 1.5 a logarithmic (base 10) scale and the 
conductive fracture frequency was 0.57 m -1. This fracture frequency corre- 
sponds to the total number  of  conductive fractures. In two horizontal eas t -  
west-orientated boreholes, starting at the 3-D drift, the same values were 
found for the fracture density and the standard deviation. The mean trans- 
missivity, however, was 10 times higher in the latter holes. 

With a width W = 0.1 m and a borehole diameter of  0.076 m, Eq. 13 above 
gives an average channel grid length Z of  1.2 m. This agrees reasonably well 
with the results obtained from the observations of  flow-rate distribution in the 
3-D drift, where Z was 1.6 m. 

Thus measurements from drifts and tunnels as well as from boreholes can 
be used to estimate the channel lengths. To use borehole information, channel 
widths are needed. However, the results are not very sensitive to the channel 
widths if they are of  the same magnitude as the borehole diameter. This can be 
seen from Eq. 13. If W is taken to be equal to Dbh (although it is much less in 
reality), Z would have been overestimated by 51%. This is not a very large 
error compared to many other entities used for the simulation of  flow in the 
network. However, W has a large effect on the interacting tracers, because it 
directly influences the flow-wetted surface. It must, for this reason, be deter- 
mined accurately. We have found very few measurements, beyond those 
mentioned, that could be used to determine the flow-wetted surface or 
channel width more precisely. 

In the next subsection, an attempt is made to use some tracer data to at least 
check if the value W ~ 0.1 m is at all reasonable. 

Using residence time distributions from tracer tests 

The Stripa tracer experiments also gave information on the porosity, which 
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was in the range (0.2-1.5).10 4 for the different tracers. The average was 
0.6.10 4. The porosity of  our model rock is: 

q = 3 W b / Z  2 (14) 

With channels 0.1 m wide and 0.1 mm in aperture, the porosity of  our 
rectangular grid is 0 . 2 . 1 0  -4 for Z =  1.2 m and 0. l - 1 0  -4 for Z =  1.6 m. 
Since the aperture and the width are not fully determined, the similarity 
may be chance. 

The Stripa tracer experiments were also analysed for matrix diffusion 
effects, and the "flow-wetted surface" was estimated to vary between 0.2 
and 2 m 2 m -3, possibly up to 20 m 2 m 3, for the various tracers. The flow- 
wetted surface area in the model grid is: 

a = 6 W / Z  2 (15) 

The value of  a is 0.4 m 2 m -3 for Z = 1.2 and 0.2 m 2 m -3 for Z = 1.6 m. 
The values fall within the range measured in the actual field experiment, 
but the uncertainties are too large at present to draw any firm con- 
clusions. 

DISCUSSION AND CONCLUSIONS 

The model proposed is intentionally made simple so that it is easy to 
incorporate tracer transport  and to accommodate  interacting tracers. The 
model must be calibrated to field measurements. Borehole transmissivity 
data obtained by "nar row"  packer intervals should, in principle, suffice to 
obtain the effective channel lengths, provided channel widths can be deter- 
mined independently. The comparisons and calibrations with field observa- 
tions are rather straightforward and have shown that the model can exhibit 
the properties of  channeling observed in the field. Tracer residence time dis- 
tributions and patterns also agree. 

The fair agreement between the predicted flow porosity and the flow-wetted 
surface area, found in the Stripa experiments, cannot by itself be used as a 
basis for model  acceptance. Although encouraging, more comparisons with 
field tracer tests are needed. 

It has been demonstrated that the flow-wetted surface area is of  prime 
importance for the migration of  solutes which diffuse into the rock matrix. 
This applies to solutes such as dissolved radionuclides. There are not enough 
detailed in situ observations that can be used to assess the flow-wetted surface 
area. Special techniques and tests must be developed and applied to obtain 
more accurate information. 
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