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ABSTRACT 

Van Bavel, C. H. M. and Hillel, D. I., 1976. Calculating potential  and actual evaporation 
from a bare soil surface by simulation of  concurrent  flow of water and heat. Agric. 
Meteorol. 17: 453--476. 

A numerical method is described by which the instantaneous evaporation rate from 
bare soil, regardless of its wetness, can be est imated from standard weather data and the 
physical characteristics of the soil profile. It is used to calculate potential  evaporation 
from a surface energy balance without  the commonly  used approximations.  The results 
show that  the soil heat flux and the soil surface emittance may vary enough with soil 
water content  so as to make the concept  of  potential  evaporation ambiguous. From a 
practical viewpoint,  however, these differences in the evaporation rate from a wet 
surface are not  large enough to invalidate the simpler combinat ion or energy balance 
formulas, in which the surface albedo and roughness are the only non-climatic 
parameters. 

The method is particularly useful in simulating the evaporation process from drying 
surfaces. The results support  the existence of separate potential  and falling rate stages 
of evaporation, but not  that  of a third, constant  rate stage. A rapid increase of the 
diurnal ampli tude of  the surface temperature is the clearest indicator of the transit ion 
between the two stages. 

INTRODUCTION 

P o t e n t i a l  e v a p o r a t i o n  ( E p )  is g e n e r a l l y  c o n c e i v e d  as  t h e  w a t e r  v a p o r  f l u x  
d e n s i t y  ( k g  m -2 s - ' ,  o r  m m  s- '  ) f r o m  a s u r f a c e  t h a t  is e x t e r n a l l y  w e t ,  so t h a t ,  
a t  t h e  s u r f a c e  b o u n d a r y ,  t h e  a i r  is a t  s a t u r a t i o n  h u m i d i t y .  T h e r e f o r e ,  t h e  
a c t u a l  e v a p o r a t i o n  ( E a )  c a n n o t  e x c e e d  t h e  p o t e n t i a l  va lue .  I t  wi l l  b e  less  i f  
t h e  r e l a t i v e  h u m i d i t y  a t  t h e  e v a p o r a t i n g  s u r f a c e  is less  t h a n  u n i t y .  

I t  is o f  p r a c t i c a l  i m p o r t a n c e  t o  b e  a b l e  t o  c a l c u l a t e  E p  f r o m  c o m m o n l y  
a v a i l a b l e  w e a t h e r  d a t a .  T h e  c o m b i n a t i o n  m e t h o d ,  f i r s t  u s e d  b y  P e n m a n  
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(1948), is a standard approach to the problem. Its essential objective was 
to avoid the need to know the surface temperature.  Thus, in the original 
Penman version the surface temperature was assumed to be equal to the air 
temperature in estimating the longwave radiance of the surface and the slope 
of  the temperature vs. saturation humidi ty relation. 

Though the combinat ion method purports to rely on standard weather data 
only, it also requires knowledge of properties of processes related to the sur- 
face and the underlying soil profile, including the surface albedo and emit- 
tance, the surface radiance as a function of its temperature,  the surface 
roughness, and the soil heat flux. The stability of the air in the boundary  
layer must also be considered, since it influences the turbulent  transfer of  
heat and vapor in the air. 

Of all the parameters listed, Penman (1948) took account  only of  the sur- 
face albedo. His result was therefore restricted in validity to periods of  several 
days, and to a standard {open water) surface. To broaden the scope of  the 
method,  Van Bavel (1966) proposed to use actually measured values of  net  
radiation and soil heat flux, and to account  for the surface roughness. He 
found that  when so modified, the method gave valid results for periods as 
short as one hour, for both  open water and bare, wet  soil. This result is not  
however, necessarily applicable to all situations; moreover,  it requires knowl- 
edge of  two parameters, net  radiation and soil heat flux, that  are no t  in the 
category of commonly  available data. 

In this report  we propose a comprehensive method  that accounts for all 
major factors involved in determining the evaporative flux, and that  requires 
only the following common weather variables: global, shortwave irradiance, 
air temperature,  air humidity,  and wind speed. It remains a combination 
method,  in that  the surface energy balance is combined with the simultaneous 
transport  of  heat and water vapor in the air above the surface, as well as the 
simultaneous transport of  heat and liquid water in the soil below the surface. 

We will develop the method for the simple case of a bare soil surface, and 
a soil of homogeneous hydraulic and thermal properties. We will show that 
the result is not  only capable of giving the potential  evaporation, but  also the 
actual evaporation for periods when the soil surface is dry. Thus, the method  
encompasses the entire process of the drying of  an initially wet  soft, con- 
ventionally described as consisting of  separate "stages" (see for example, 
Hillel, 1971). At present there is no universal theory that  predicts the pro- 
gressive drying of a soil surface. 

METHOD 

The general method  employed is that  of  dynamic numerical simulation. 
This means that, starting with specified initial conditions, the properties and 
processes in the soil--atmosphere system are repeatedly updated,  using as the 
inputs only the t ime<lependent  weather variables: global irradiance (Rg, W m -2 ), 
air temperature (Ta, °C), air dewpoint  (Td, °C), and windspeed (S~, m s -~ ), the 



455 

last three at standard height (2.0 m). 
The calculations are done by a program written in ~360/CSMP, a specific 

simulation language suitable for time-variant systems, though other computer  
languages could be employed as well. The general principles of this method  
were set forth by De Wit and Van Keulen (1972). A provisional approach to 
the present problem was outlined by Van Bavel and Hillel (1975) and a 
solution similar in concept  to the present one was given by Van Keulen 
(1975). 

Weather  parameters  

Hourly values for the four input  parameters were extracted from standard 
U.S. Weather Service records as long-time averages for the month  of  June, 
obtained at 7 different locations in the U.S. Windspeeds, generally measured 
at elevations other than 2 m, were corrected for the difference. The standard 
records give only the 24 h totals of  R~, conventionally called "solar 
radiation",  but  herein termed global irradiance. It was assumed that these 
totals would be distributed over the daylight period in proport ion to the 
sine of  the sunangle, and a separate calculation was made for each location 
to obtain the hourly values. Variable cloudiness during the day was not  
accounted for. 

For the Lubbock  location, Texas, a set of  data was used, in addition to 
the "mean"  set, to represent a day of  unusually high evaporative demand.  
These data were typified by a totally clear sky and high windspeeds, as seen 
in Table I. 

In the CSMP program the climatic data are entered as tables of hourly 
values, and the program interpolates!inearly in between for each updating 
calculation. The general climatic characteristics of  each location are given in 
Table I. They cover a range from the temperate and humid climate of  Seattle 
to the desert conditions of  Phoenix, and pertain to a time of  year at which 
evaporative demand is at or near its peak. 

As the simulation is continuous,  starting from a suitably chosen initial 
condition, it may have to proceed for several days to give the desired con- 
dition. For that  purpose the daily pattern of weather variables was assumed 
to be repetitive. In reality, a constant  succession of  "average June"  days will 
never occur in the same way, but  the procedure should, nevertheless, give 
results representative for each location. 

Sur face  energy balance 

At the soil surface the following is stipulated: 

Rn + L E  + A  + S  = 0 (1) 

All components  of  the energy balance are referred to the surface, so that, in 
the daytime,  net  irradiance (Rn, W m -2 ) is positive, the product  of  the latent 
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TABLE I 

Elevation (El),  average daily total  of global irradiance (Rg), average daily temperature 
(Ta) , dewpoint  (Td) , and windspeed at 2 m (Sa), for the month of June at 7 different 
first-order stations; also extreme data for global irradiance and windspeed at Lubbock,  
Texas. 

E l Rg T a T d S a 
(m) (MJ m -2) (°C) (°C) (m s-1 ) 

Binghamton, N.Y. 499 18.0 13.9 1.45 
Ithaca, N.Y.* 20.65 

De Moines, Iowa 294 21.7 16.4 1.69 
Ames, Iowa* 21.63 

Houston, Texas 33 26.5 24.3 1.20 
Lake Charles, La.* 23.31 

Lubbock,  Texas 988 25.2 15.9 2.09 
Midland, Texas* 26.33 

Lubbock,  Texas** 988 25.2 15.9 4.50 
Midland, Texas** 30.34 

Phoenix, Ariz. 337 28.14 29.6 8.1 1.30 
Sacramento, Calif. 8 21.9 14.3 1.25 

Davis, Calif.* 28.78 
Seattle-Tacoma, Wash. 137 22.09 15.4 12.3 1.58 

*For global irradiance data the closest nearby station was used whenever indicated. 
**Extreme data. 

heat of water (L, J kg-' ) and the evaporation rate (E, kg m -2 s-' ) is negative, 
the sensible heat flux to the air (A, W m -2 ) generally negative, and the soil 
sensible heat flux (S, W m -2 ) generally negative. The flux of sensible heat in 
the soil associated with liquid flux of soil water is ignored as negligible as 
is any net evaporation below the surface and the associated water vapor flux 
in the soil. However, the latent heat flux caused by intermittent e~¢aporation 
and condensation, as originally described by De Vries (1966), is taken into 
account, as we will describe later. 

The value of Rn is found as: 

R n  = (1 - a ) R ~  + R ,  - e o ( T s  + 2 7 3 . 1 6 )  4 (2 )  

In  e q . 2 ,  R ,  (W m -2 ) is t h e  I o n g w a v e  s k y  i r r a d i a n c e  a n d  Ts t h e  s u r f a c e  t e m p e r -  
a t u r e  (°C) .  T h e  a l b e d o  (a)  is n o t  a c o n s ~ t ,  b u t  is m a d e  d e p e n d e n t  u p o n  t h e  
w e t n e s s  o f  t h e  s u p e r f i c i a l  l a y e r  o f  so i l  (wl ,  m 3 m -3 ) in  a s i m p l e ,  l i n e a r  
f a s h i o n :  

w 1 > 0 . 2 5  a = 0 . 1 0  
wl < 0 . 1 0  a = 0 . 2 5  
0 . 1 0 < w l <  0 . 2 5  a = 0 . 1 0 + ( 0 . 2 5 - w l )  ( 3 )  

T h e  n u m b e r s  u s e d  in  e q . 3  a r e  m e a n  v a l u e s  a b s t r a c t e d  f r o m  t h e  l i t e r a t u r e ,  s u c h  
as  Se l l e r s  ( 1 9 6 5 )  a n d  L i n a c r e  ( 1 9 6 9 ) ,  a n d  f r o m  a c o n s i d e r a t i o n  o f  t h e  w a t e r  
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retention of the soil chosen for the simulation. 
The longwave radiation (R .  W m -2 ) from the sky is calculated, as was done 

by Penman (1948), from Brunt's formula in the form given by Sellers (1965): 

R~ = o(Ta+ 273.16)4(0.605 + 0.048 ~/1370 Ha) (4) 

In eq.4, H a is the air humidi ty (kg m-3),  calculated from the dewpoint ,  Td, 
which is an input. 

Finally, in the third term of eq.2, Ts is the surface temperature,  and e the 
surface emittance. Similar to the value of  a, e is dependent  upon w~, as 
follows: 

e = 0.90 + 0.18 wl (5) 

This provides that,  for a totally dry surface, the value of e is 0.90 and for a 
saturated soil, i.e. w~ = 0.45, e = 0.98. The numerical values used are adapted 
from measurements reported by Sellers (1965) and by Conway and Van 
Bavel (1967). 

It should be clear from eq.2 e.f. that  the value of  Rn, and thus the entire 
energy balance, depends in part  upon  transient surface properties (a and e), 
as well as the unknown value of  Ts. 

The remaining terms in eq.1 will be developed in the following sections as 
they represent t ransport  processes in the air and in the soil. 

Transpor t  o f  sensible hea t  and water  vapor in the air 

The values of A and E in eq.1 are found in the conventional manner by 
defining, first, the reciprocal of  the turbulent  transport  coefficient between 
the surface and the reference elevation (2 m) as the aerodynamic resistance, 
Rc (s m -~ ) as follows: 

Rc = Ra" S t  (6) 

Ra is the adiabatic or neutral value of  Re, and S t  the stability correction. This 
parameter can be defined after Szeicz et al. (1973), following Monteith (1963), 
as :  

S t  = 1/(1 - 10Ri) (7) 

and Ri ,  the Richardson number,  as: 

R i  = 9.81 ( 2 -  Z0) (Ta - Ts) / [ (Ta  + 273.16)8~ ] (8) 

The surface roughness Z0 (m) enters into the correction, as well as the un- 
known surface temperature T~, and the windspeed, S~. Further: 

Ra = [ln (2.0/Z0)] 2/0.16 Sa (9) 

There ~s a voluminous literature of  alternative and more detailed methods  for 
calculating Re or its equivalent (see, for example Pruitt  et  al., 1973). We have 
chosen a simple approach which is widely used. Finally we define: 
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A = (T a - Ts) C/Rc (10) 

and: 

E = (H s - Ha)/Rc (11) 

C(J m -3 ) is the volumetric specific heat  of  air and Hs (kg m -3 ) the absolute 
humidity of  the air at the soil surface. 

At this point  we introduce an important  consideration by specifying that 
Hs depends not  only upon  the surface temperature,  bu t  also the surface 
water content .  If H0 is the saturation humidi ty  at the  surface temperature,  
w 1 the wetness of  the surface layer, and Pl (m water column) the pressure 
potential associated with this value, we utilize the standard thermodynamic 
equivalence: 

Hs = H0 exp [p l /46 .97  (T s + 273.16)] (12) 

Note that  p~ always has a negative value, so that, for example, if p~ = - 1 0 0  m, 
then the relative humidi ty  (HJHo), at Ts = 30°C equals 0.993. 

This approach is approximate in that  it assumes that  the water content  of 
the surface layer (0.01 m) is equal to that  of  the very surface. However,  it is 
more general than the empirical relations, such as used by Ritchie (1972), or 
by HiUel et  al. (1975), for example. 

The relation between soil wetness and pressure potential  is specified by a 
table, as discussed further on. 

Transport o f  sensible heat and water in the soil 

The energy balance equation (eq.1) leaves one term unspecified to this 
point, the soft heat  flux S, which is found from: 

S = 2(T l - Ts)KI/D, (13) 

in which T1 is the temperature at the center o f  the surface layer, K1 (W m - '  s- ' ) 
its thermal conductivity,  and Dl (m) its thickness. 

For the surface layer of  soil we can also write: 

Dl(d(wl)/dt) = E - C1.2 (h: - h, ) (D, + D~ )/2 (14) 

That is, the time rate of  change of  the water content  o f  the top layer must  
equal the flux at the surface E diminished by the flux of  water across the 
bo t tom,  which is found from Darcy's Law. In this case, the bo t tom flux is 
found from the average hydraulic conduct ivi ty  of  soil layers 1 m,d 2 {C1.9), 
and the gradient of  the hydraulic potential  (h), as shown in eq.14. Since E is 
negative and generally greater than the bo t tom flux, which is usually also 
negative (upward), the value of d(wl ) /d t  is, generally n e  ltive, indicating a .  
decrease in water content .  When E is small, as at night, eq.14 can give positive 
values, or a rewetting of  the surface layer. 

Eqs.13 and 14 connect  the surface fluxes of  heat and water with those in 
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the soft. There they obey the usual f low equations, and the requirements of  
conservation of mass and energy. To make practical use of  Eqs.13 and 14 
the changing conditions in the entire body of  soft, however defined, must  be 
accounted for. In this we use a method  described in general terms by De Wit 
and Van Keulen (1972), and as used for the isothermal flow of water, by, 
for example, Van Bavel et  al. (1973), Hillel et al. (1975), or for the flow of 
heat by Wierenga and De Wit (1970). We can combine the flow of both  heat 
and water wi thout  complications, as long as it is specified that  the two pro- 
cesses are independent,  as stated above. A much more detailed method  for 
calculating water and heat  t lows would fol low from the theory of  Philip and 
De Vries (1957), as recently exemplified by Jackson et al. (1974), who, 
however,  did no t  predict  the heat flows, nor the soil temperatures as we do 
in the present approach. 

The soil was typified by its hydraulic characteristics, representative of  a 
loam soil, as shown in Fig.1. These relations, introduced into the program as 
tables, enable the program to find, at each updating time, the pressure 
potential and the hydraulic conductivi ty pertaining to the water content ,  
layer by layer. The thermal properties of  the soil were also specified, 
following the methods given by De Vries (1966). Thus, at each updating, 
the heat capacity and the thermal conductivi ty are found from the fixed 
material properties and the changing soil water content  and temperature,  
~gain layer by layer. 

As a representative case, we postulated a total soil depth of 1.13 m, 
assuming that  the soil heat flux at that  depth would be zero and that the 
water flux would equal the hydraulic conductivi ty of  the last layer, equiva- 
lent to the assumption of  a unit  hydraulic gradient or zero wetness gradient. 
The soil was divided into 14 layers of  increasing thickness starting with a 
0.01 m surface layer. Its total porosi ty was 0.45 and its saturated conductiv- 
ity 0.5 • 10 -s m s -1, or 432 mm day -1. 

General aspects of simulation method 

The difference between calculating the potential evaporation rate by 
dynamic simulation, as described above, and the historical approach to date 
is that  the latter is based upon  the arbitrary assumption that  the properties 
of  the soil, including the surface, but  excepting its temperature,  are static, 
regardless of  the changing meteorological input  or the evaporation process 
itself, and that  the transport  process in the atmosphere is likewise unaffected.  
The present approach is more comprehensive so as to be more realistic, but  
it does require specification of  the initial condition. For this we chose a 
saturated condit ion of  the entire profile, i.e., a wetness of 0.45 and a soil 
temperature distribution with depth equal to that  of  the average daffy 
temperature on June 15, if the soil were at a constant  wetness of  0.15. 
The simulation was always started at midnight, allowing some time for pro- 
file equilibration prior to the onset  of  evaporation in the morning. 
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Fig.1. Hydraulic conductivity and pressure potential as a function of water content for a 
loam soil. The saturation water content is 0.45 and the corresponding conductivity is 
0.5 • I0 -s ms -l 

A 3 day.run was made for  all data  sets described in Table I to find t he  
potential evaporation pattern. A 10<lay run was made for  Lubbock  to  
demonstrate  the transition from potential  evaporation to actual evapor- 
ation at considerably reduced rates, and 20<lay runs for Phoenix a n d  Bing- 
hamton to explore the contrast  be tween  two extreme climate types. 

The comput ing me thod  is the same as in previously described uses o f  
CSMP. A variable t imestep updating method  is used so as to keep the: changes 
in the updated quantities below 0.I0~ in each update. One point requires 
emphasis. Whereas the updating of  the  soil wetness and the soil temperature 
is simple and explicit, the surface temperature  cannot  be so simply deter- 
mined. Its value appears simultaneously and implicitly in eqs.1, 2, 8, 10, 11, 
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12, and 13. These consti tute a system of  7 equations with 7 unknowns 
(Rn, E, A, S, Ts, Ri, and Ho ), of  which only Ts cannot  be stated explicitly. 
Thus, a special CSMP function,  IMPL, is used to find the proper value of  Ts 
at each update,  by an iterative method.  

A problem exists with eq.7. Obviously, if Ri should equal +0.1 or be 
greater, an absurd result would be obtained. This condit ion would be 
indicative of  an extreme inversion, at very low windspeed, as eq.8 indicates. 
To prevent this incidence, the value of Ri was limited at +0.08. 

RESULTS AND DISCUSSION 

Po ten tial evaporation 

The calculations made for a consecutive 10 days drying period using the 
Lubbock weather data showed that, during the first four  days, the relative 
humidity at the soil surface was always 100%. On the fifth day in the after- 
noon the surface layer became so dry that  the relative humidi ty fell to 88% 
for a short period after which it rose again. 

Thus, during the first four days the traditional condition for potential  
evaporation was met. However, this did no t  result in equal values for the 
evaporation rate, nor for the other  components  of  the surface energy balance, 
as shown in Table II. From the first day on, the 24-h evaporation rates de- 
clined from 8.02 mm to 7.02 mm on the four th  day, or by 12% of its 
original value. This is significant and shows that the traditional concept  of  
potential evaporation is not  precise. 

The causes of  the decline in evaporation rate shown in Table II are several 
and they are not  simply related. Obviously, the emittance and longwave 
radiance decline with time as the initially saturated profile loses water by 
drainage and by drying of the surface. But, beginning with the third day, the 
albedo rises and less shortwave energy ~s retained. Further, as the soil drains 
and dries, its thermal conductivi ty and its heat  capacity decrease, affecting 
the soil heat flux. Results, not  shown in Table II, suggest that  the surface 
temperature and the air stability have the same diurnal pattern on each of  
the first four days, and are therefore no t  related to the change in evapor- 
ation rate. 

The net  result of  the physical changes in the soil profile, exposed to 
identical weather conditions, is that  the net  radiant flux decreases signifi- 
cantly with time, as does the soil heat  flux, both  shown in Table II. 

The second day represents a condition where an initially saturated profile 
had drained freely for at least 24 h. This condition, of ten referred to as 
"field capacity",  is by no means a final one as the daily drainage figures in 
Table II show. However,  to give a bet ter  definition of  potential evaporation, 
we might suggest, albeit arbitrarily, that  it be taken as the evaporation rate 
that  prevails on the second day following an initial condition of  saturation 
of the soil profile, provided the condit ion of  a 100% relative humidi ty  at the 
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T A B L E  II 

Processes and properties at the surface of  a loam profile, initially sa tu ra ted ,  exposed  to 
average June weather conditions at L u b b o c k ,  Texas  

Day E v a p o r a t i o n  Drainage Net  Soil E m i t t a n c e  Albedo  Wetness  ~ 
( r am)  ( m m )  r ad i a t i on  hea t  f lux  at  a t  

(MJ m -2 ) (MJ m -2 ) n o o n  n o o n  

1 8 .02  66.9 17.32 2.15 .960 0 .100 0 .318  
2 7.69 15.6 17.53 1.03 .948 0 .100  0 .250  
3 7 .38 10.2 16 .84  0.91 .936 0 .147 0 .193  
4 7 .02 7.7 15.91 0 .84 .912 0 .208 0 .124 

*Of  surface layer at end of  day.  

surface is always met. Accordingly, defining potential evaporation from a 
very coarse textured soil may actually not be feasible. Nevertheless, the pro- 
posed definition may well be sufficiently precise for practical purposes. 

The dynamic nature of the evaporating system is further portrayed by 
Fig.2, which gives the hourly values of emittance, albedo and soil heat flux 
during the first four days of drainage and drying. Note the evident rewetting 
of the surface layers during the night, implying that during much of the 
period there is upward movement (rise) of liquid water toward the surface 
and, simultaneously, downward movement (drainage) in the lower part of 
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the profile (see also Hillel, 1975). 
Based on the foregoing analysis, a comparison of our model calculations 

between different summer weather conditions in the U.S. was confined to 
the numbers calculated for the second day after initial saturation of the loam 
profile. These results are given in Table III. 

The June values for the potential evaporation range from 4.5 mm per day 
in the temperate climate of  Binghamton to 8.1 mm per day in Phoenix. In 
appraising these results, shown in Table III, it should be remembered that  
they are calculated from average weather data and that, on any given day, 
the evaporation rates may be either lower or higher. As an example, by using 
data for Lubbock, Texas that  typify a clear and windy day, we calculated an 
evaporation rate of  12.1 mm per day. 

The day totals for the energy balance, also shown in Table III, reveal that  
in a temperate and humid environment the evaporation energy flux is less 
than the net radiant balance (R~), and that  the reverse is true in arid loca- 
tions. This phenomenon,  known as advection, is more precisely characterized 
by the day total of A, the sensible heat transport in the air. In the humid 
environment it is a negative quanti ty,  indicating a net  heating of the air, 
whereas in an arid location it is positive. On a windy day this effect is much 
enhanced, as the second entry for Lubbock in Table III shows. 

In all cases a wet soil profile loses heat, as all values for S in Table III are 
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positive and, again, the value of  S is much larger in an arid environment. We 
can also conclude that neglecting the soil heat flux in the combination method 
may cause an error in the energy balance of  bare soil of  between 5% and 10% 
and result in underestimation of  E. When evaporative demand is higher than 
average, the error will be larger. 

The calculated values of  the surface temperature show that, as expected,  
the climate of  a wet profile is tempered by the strong evaporation. Only at 
Sacramento and Phoenix is the daily amplitude significantly larger than at 
other locations. In the first location the cool  Pacific air that covers the local 
area at night reduces all temperatures; in the second the strong nightly 
radiation losses and continued evaporation during the night combine to chill 
the surface. 

The detailed diurnal course of  the energy balance partition is illustrated m 
three cases in Figs.3, 4, and 5. Fig.3 shows that at Binghamton, N.Y. the 
maximum potential evaporation rate is about 0.5 mm/h  and that during the 
daytime the air is heated. Heat is also flowing into the soil, but more of  it is 
released during the night in an amount  nearly equal to the radiation losses. 
During the day the air is unstable, and at night an inversion prevails that pre- 
vents heat and mass exchange between the surface and the air as shown in 
Fig.6. 

At Phoenix,  Arizona (Fig.5) a different situation obtains. The potential 
evaporation reaches a daily maximum of  0.9 mm]h,  and the heat exchange 
with the air is slightly positive, day and night. The inversion is a permanent 
feature at all hours, as shown in Fig.6. In contrast to A, the soil heat f lux is 
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pronounced.  Its maximum negative value precedes the radiant energy peak 
by about  3 h, equal to the value derived from the mathematical theory of  
heat flow, as shown by Van Wijk and De Vries (1966). Thus, the latent heat 
losses are below the net  radiation in the morning and considerably above it 
in the late afternoon. Experimentally, this was found by Fritschen and Van 
Bavel (1962) for the same location. 

It is also no tewor thy  that  evaporation continues at night at around 
0.05 mm/h according to our model,  again in agreement with experimental 
observations (Van Bavel, 1966). At the two humid area locations, Bingham- 
ton and Houston (Figs.3, 4) the losses at night are negligible, and a small 
amount  of  condensation is actually predicted, as indicated in the graph. 

Fig.6 gives the hourly value of the air stability as defined in eq.7, and the 
computed  surface temperature under conditions of potential evaporation at 
the two most  divergent locations. 

At Binghamton the stability factor is less than 1 during the day, causing 
the vertical t ransport  intensity to almost double over its adiabatic value. At 
night the reverse takes place. At Phoenix the stability factor remains larger 
than 1, the midday values being close to the adiabatic value. However,  at 
night the inversion is strong, virtually isolating the surface from the bulk air. 

With regard to the surface temperature,  the nocturnal minimum occurs in 
both  cases just  before sunrise, whereas the maximum at Binghamton is close 
to true noon,  slightly later at Phoenix. These predictions agree qualitatively 
with oft-reported experimental data. 

Comparison with standard combination me thod  

The foregoing estimates of  hourly and daily potential evaporation rate 
from a wet,  bare soil were obtained with a complex model  of a number  of 
physical processes taking place in the boundary  layer -- both  in the soil and 
the atmosphere.  It is of obvious importance to know whether these estimates 
are substantially different from these obtainable by simpler methods.  For 
these we have chosen the combinat ion method,  using hourly data and sum- 
ming the hourly evaporation rates, as well as the even simpler method  of 
using daily average data for the 4 required parameters. 

The formula used can be given in the following form (see Van Bavel, 
1966): 

s R . / L  + (Da/R a) 
E = (kg m-2 s -1 ) (15) 

s + l  

in which Rn is the net radiant balance of  the surface in W m -2 , L the heat of  
vaporization in J kg -I , Da the saturation deficit  of  the air in kg m -3 and Ra 
the aerodynamic "resistance",  defined by eq.9. The number  s is dimension- 
less and depends upon  the ambient  temperature T, in °C. 

A close approximation is obtained from a polynomial fit of  the table given 
in Van Bavel (1966): 
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s = 0 .921 - 0 . 0 0 2 6 3 2  T~ + 0 . 0 0 3 0 7 5  T~ 

The  soil hea t  f low is neglec ted ,  as are dev ia t ions  f r o m  neu t ra l i ty  in the 
b o u n d a r y  layer .  Ra is ca lcu la ted  f r o m  eq.9 ,  using Z0 = 0.01 m, as in the  
c o m p l e x  mode l .  

Rn is f o u n d  f r o m :  

R n = (1 - a) Rg + Rt - e o Ta a (W m -2) 

The  value used  fo r  a was 0 .10  and  fo r  e it  was 0.98.  Rt  was ob t a ined  as shown  
in eq.4.  Thus ,  the  ca lcu la t ion  o f  Rn was ident ical  to  t h a t  in t h e  c o m p l e x  
m o d e l ,  e x c e p t  t h a t  a and  e were  cons t an t ,  and  t h a t  the  air t e m p e r a t u r e  was 
used  ins tead  o f  the  ac tual  surface  t e m p e r a t u r e .  

The  resul ts  o f  this c o m p a r i s o n  are s h o w n  in Tab le  IV.  On  the  whole ,  the  
hou r ly  c o m b i n a t i o n  m e t h o d  gives s o m e w h a t  l ower  values  t han  the  s imula t ion  

TABLE IV 

A comparison of values for the 24-h potential evaporation for 8 different climates 
computed by the present, comprehensive model, by  the combination method using 
hourly weather parameters, and by the same method using the 24-h average of the 
same parameters (relative values are given in parenthesis) 

Present Hourly Daily 
model combination combination 

Binghamton 4.55 4 .15  3.97 
C91) (.87) 

Des Moines 5.35 5.02 4.93 
(.94) (.92) 

Houston 6.06 5.42 5.23 
(.90) (.86) 

Lubbock 7.69 7.75 7.57 
(1.01) (.99) 

Phoenix 8.06 8.62 8.15 
(1.06) (1.01) 

Sacramento 7.70 7.20 6.67 
(.94) (.87) 

Seattle 4.63 4.18 4.01 
(.90) (.87) 

Lubbock extreme 12.07 11.78 11.45 
(.98) (.95) 

Average ratio (,95 ) (. 92 ) 

model, particularly in the more humid climates. When the calculation is based 
upon the daily averages the difference is slightly larger. Nevertheless, the 
differences among the three methods under any of the 8 different weather 
patterns appear not s~ican t enough to warrant the use of the com~ex 
model developed in this report, or, for that matter, to justify using anything 
but daily averages in eq,15, It is of particular interest that this conclusion is 
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apparently not  affected by the occurrence of  strong advective effects. 
An experimental s tudy of  bare soil evaporation by Van Bavel (1966) led 

to essentially the same conclusion. Its practical significance is further under- 
scored by the deduction from the present work that the concept  of  potential 
evaporation, even from a simple surface, escapes precise definition. Useful as 
the idea may be, its precision is no more than 5--10% as a quantitative tool. 
The value of Ep depends upon  soil properties and its drainage status, and the 
differences that  are attr ibutable to the variation in non-climatic variables 
appear as large as those between the three different methods for calculating 
Ep as shown in Tables III and IV. 

Given, in addition, the limited accuracy of  available data on global 
irradiance and windspeed, we conclude that,  for general purposes, the com- 
bination method  as given in eq.15 and based on daily averages, will be 
sufficient. If, for some reason, the diurnal distribution of  E is needed, one 
must  use or generate hourly numbers from the available data and use these 
in eq.15. 

Actual evaporation from a drying soil 

We have already shown that our simulation model  of  the combinat ion 
model of  bare soil evaporation is no t  limited to the potential  evaporation 
phase. To explore this aspect, 10-day and 20-day runs were made. Details of  
the results of  the 10-day simulation for  Lubbock,  Texas are given in Table V. 

As stated before, during the first 4 days the surface was cont inuously at a 
relative humidi ty of  1.0 and the evaporation proceeded at the potential  rate, 
between 7 and 8 mm per day. A reduct ion in surface humidi ty began on the 
af ternoon of  the fifth day, and thereafter the water loss declined at an 
accelerating rate. The results do not  suggest clearly distinguishable "weather- 
l imited" and "soil-limited" phases. 

Along with the decline in latent heat  flux, our results give a decrease in 
net radiation, a sign reversal of  the soil heat, indicating a warming of  the 
soil, and a similar reversal of  the heat flux in the air, which rises to large 
values. The contrast  between soil and air heating is remarkable: the former is 
inhibited by the drying of  the surface soil and its decreased heat conduct-  
ance; the latter is enhanced because of  the decreased stability of  the air. 

The results also show that, as the soil dries, the dayt ime surface tempera- 
ture rises steeply, but  the nighttime temperature only slightly. Thus, the 
daily surface amplitude on the 10th day is abou t  double that  of  the first day. 

It is also to be noted  that  even on the 10th day the evaporation is by no 
means negligible and, indeed, its magnitude is comparable to the drainage 
rate. Thus, the soil storage reservoir continues to be depleted,  the rate on 
the 10th day being 1.6% of the total amount  of water present. It should be 
unders tood that  for soil profiles of different  properties rather different  
results will be obtained. For instance, a sandy soil can be expected to show 
greater initial drainage losses and a more sudden decline in evaporation and 
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drainage rate. This element of  the problem was analyzed by HiUel and Van 
Bavel (1976) .  

A further exploration o f  the predicted evaporation from drying soil was 
obtained from 2 simulations over 20  days for the two contraating summer 
climates of  Binghamton, N.Y. and Phoenix,  Arizona. Some of  the simulations 
results are given in Fig.7. In both locations there was a period during which 
the surface relative humidity remained constant  and equal to 1. The last day 
on which this occurred is indicated by an arrow in Fig.7. On the fol lowing 
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day, a small depression occurred in the afternoon followed by ever drier 
surface conditions on succeeding days. It appears that, in spite of  the non- 
constant  evaporation rates during the "potent ia l"  phase, it is possible to dis- 
cern two stages of evaporation, with the break between them occurring on 
the first day that  the air at  the surface is not  at the saturation humidity.  This 
transition is marked in Fig.7 by an asterisk. 

In a temperate,  humid climate the first stage can last longer than in a ho t  
and arid climate. However,  the duration of  the first stage would obviously 
also depend on soil type. The second stage of  drying is typified at first by a 
rapid decline that  gradually tapers off. However, no distinct "third stage" of  
drying is discernible. Toward the end of  the simulation period, the daffy rate 
appeared nearly constant,  but  in fact continued to decline slowly. Experi- 
mental data could easily create an impression of  a constant  "soil control led"  
third stage, because of  the inevitable measurement  errors. 

However, an examination of  the diurnal rate of  evaporation shows a typical 
energy-regulated variation, in agreement with experimental data reported by 
Van Bavel and Beginato (1965). Fig.8 shows the calculated diurnal variation 
in Phoenix on the 20th day of  simulation, totalling 1.05 mm. 

It is of  interest to note  that in a dry, hot  climate the evaporation rates can 
be, for a time, less than in a humid, temperate climate, as the comparison of  
Binghamton and Phoenix in Fig.7 shows. Eventually the rates become 
essentially equal. But, it appears that  the accumulated evaporation loss over 
time will tend to be larger in the more evaporative environment. 
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Fig.8. Hourly values of the evaporation from a loam-soil profile on the 20th day of  
continuous drying in a hot  and dry summer climate (Phoenix, Ariz.). 
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Fig.7 also shows the daily heat f low and the daily surface temperature  
amplitude. The latter is predicted to be essentially constant  during each of  
the two phases of  drying. However,  the absolute surface temperature slowly 
rises as the evaporation declines. Both effects are also evident from Table V. 

In general, we can conclude that  our  model  is capable of  predicting both  
potential and less-than-potential rates of  evaporation from common weather 
data, provided the hydraulic and thermal properties of  the soil are known.  
Of these, the hydraulic properties are surely the most  important .  Staple 
(1974) has described a model  that  neglects the f low of heat altogether, and 
applied it, using daily averages of  weather data, with fairly good results. 

An important  issue is how one may know,  in a real situation, whether  the 
transition from the first to the second stage has occurred. Our model  sug- 
gests, of  course, that  even a direct measurement  of  the evaporation rates may 
no t  easily give this answer, apart f rom the dally variability of  the weather in 
a real situation. Increases in albedo may occur well before potential  evapora- 
tion ceases, and are therefore not  an appropriate criterion. However,  the 
results of  Fig.7 suggest that  the most  sensitive and also practical criterion 
would be the surface-temperature amplitude. 

1,0 i l l l I 

o BINGHAMTON 

0,8 • PHOENIX 

o 
¢:1: ̧  
,,>, 

0 .6  ; -  

0,4 

0,2 

0 

0 

0 

0 • 

0 
O • 

0 

0 

0 

0,0 l I I i i 

0.0 0,2 0.4 0.6 0.8 1,0 1.2 

INVERSE SQUARE ROOT OF TIME IN DAYS 

Fig.9. Daily evaporation rate from bare soil during the falling rate stage relative to its 
value on the day preceding the onset of the falling rate stage (potential evaporation) 
against the square root of time elapsed in days. The relation is portrayed for a 
temperate and humid summer climate (Binghamton, N.Y.) and a dry and hot summer 
climate (Phoenix, Ariz.). 

A further question is whether  the drying rates during the second phase 
can be empirically predicted for a given soil by an inverse square-root-of- 
t ime relation as suggested by Ritchie (1972).  This question is examined in 
Fig.9, by plotting the value of  1/x/~ays, commencing with the first day of  



474 

the falling rate stage, identified in Fig.7, with an asterisk, against the relative 
evaporation rate on succeeding days. The relation is no t  far from linear for 
both  the Phoenix and Binghamton climate, but  the one is distinctly different 
from the other, though in both  cases the soil properties are the same. This 
finding suggests that  empirical relations such as Ritchie's can be used only 
for a given soil and climate combination.  

We must  emphasize that  all results obtained by our model  are theoretical 
and approximate.  The soil is divided into discrete layers and certain condi- 
tions are assumed: zero heat flux and unit  hydraulic gradient at the bot tom,  
no evaporation other than at the surface, and no water transfer in vapor 
form. Many other  relations are simplified. The main advantage of  our ap- 
proach is that  available numerical data on weather and soil properties are 
readily used, and that  their effect  can be quickly explored. If necessary, a 
layered soil situation, as well as rainfall, infiltration and runoff  can be added 
to the model. No analytical methods for the combination of  all these 
elements appear to exist. 

SUMMARY AND CONCLUSIONS 

A numerical method  is formulated whereby the surface-energy balance of 
a bare soil and the transport  of  heat  and water in both  the atmospheric 
boundary layer and in the soil are combined for calculating the evaporation 
rate. Thus, it is an extension of  the original combinat ion or Penman formula 
to find the potential evaporation. The present model is much more compre- 
hensive and accounts for soil properties and changes therein as evaporation 
proceeds. Similarly, it reflects chan~ug surface properties and atmospheric 
stability. Thus it is a dynamic model, requiring standard weather data and an 
initial soil condition as the inputs. 

The main conclusion is that the historic concept of potential evaporation 
is imprecise, as the evaporation rate from a wet soil surface can vary by more 
than 10%, depending on soil properties. If potential evaporation is more 
narrowly defined as the rate prevailing from a soil that, initially saturated, 
has drained freely for 24 h, a consistent though still not entirely rigorous con- 
cept is obtained. 

We show results of a calculation of Ep, so defined, for 8 widely different 
climatic situations and find that the calculated evaporation rates are not 
materially different from those obtainable from the simple combination 
method, even when daily averages of the pertinent weather data are used. 

Extension of the calculation of evaporation beyond the potential phase 
shows that it is clearly distinguishable from a second, so called "falling-rate" 
stage. This second stage should perhaps more appropriately be identified as 
the "subpotential" phase. However, a third or constant rate stage apparently 
cannot be identified. Also, during the first stage the evapgration rates are not 
constant, but declining even when the weather is constant. 

The transition for the first to the second phase of bare-soft drying is not so 
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much due to changes in albedo, but primarily to the hydraulic properties of 
the soil and the occurrence of relative humidities at the surface smaller than 
1. The transition point is marked by a rapid increase in the surface temper- 
ature amplitude. 

Prediction of evaporation rates during the second stage from stand~d 
weather data requires information on the hydraulic properties of the soil 
profile and, also, on its thermal properties, though the first are the most 
important. 
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