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Simultaneous Determination of Thermal Conductivity and
Diffusivity of Foods using a Point Heat Source Probe: A
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A compuierized mathematical model was developed to examine theoretically the applicability of a continuous point heat source method
Jor simulianeous determingtion of thermal conductivity (k) and thermal diffusivity (a) of foeds by developing proper data reducrion
methods. A probe of composite struciure as well as an overall finite contact conductance coefficient between the probe and the food was
assumed. Glycerol and agar gel were used as reference materials 10 obtain a mean effective distance 't from the point heot source to the
temperature sensor location that is needed in the determination. Estimated X for 15 differen: foods was in good agreement with values
obtained from the literature (2.5% maximum deviation), whereas the agreement for o, was reasonably good only for foods with large a
values. A small overall thermal cantact conductance coefficient introduced an rrror of 46% in k and 35% in o determination. The
minimum food size for accurate determination of thermal transport prapersies was 22 mm height X 8 mm radius, but was further reduced

to 17 mm X 5 mm when the heater dimensions were decreased by a factor of four.

Introduction

The demand for thermal conductivity (4} and thermal
diffusivity (o} data has been increasing due to more effi-
cient and accurate numerical simulation techniques and also
to the expanded application of these techniques to heat
transfer process design and development.

Several methods have been developed for determining the
thermal transport properties of foods by analysing the heat
conduction eguation. The suitability of a particular tech-
nique is based on food sample physical characteristics, type
of application and required accuracy. Comprehensive
reviews of the various methods for predicting food thermal
\ransport propetties are available in the literature(1-3).

The line heat source probe method is widely employed due
10 its short test duration, accuracy, and suitability for small
samples. For example, Sweat and Haugh (4) used a line heat
source probe (33.1mm long, 0.8l mm in diameter) to
measure the £ of small food samples (19 mm in length).
Furthermore, a thereretical simulation of water at 1Ds
showed that k could be measured in samples of 4.2 mm
radius (5). No work has been reported on simultanecusly
determining the minimum allowable sample length and
radius of the method. It would be desirable to have a shorter
probe for even smaller sample application. However, further
size reduction of the probe for smaller food samples is
troublesome because it is necessary to maintain a probe of
length to diameter ratio greater than 25 and an adequate
sample diameter {(6). Thermal diffusivity can also be deter-
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mined directly with the line heat source probe by adding one
more temperature sensor close o the heat source (7).

A probe based on completely different design, using a point
heat source, could be snitable for thermal transport property
measurement of small food samples since probe to food
contact is required only at a point heater and since a probe
shorter than a line heat source probe would be possible.
Most point heat source-related measuremeat techniques
utilized a thermistor as both a heating element and a
temperature sensor. Kravets and Larkin (8) used a heat
thermistor bead method for the simultaneous determination
of k and o food particulates. The thermistor's bead was
quickly heated to produce a desired step temperature change
above the initial temperature of the test material, Then, the
achieved temperature (probe resistance) was maintained
constant for a shon period of time (30s) using a controt
strategy. Thermophysical properties were determined by
analysing the thermistor's power dissipation/time data, The
minimum allowable particle diameter for accurate thermal
transport property measurement was 6 mm when mairlain-
ing a sofficiently large sample height. The usefulness of this
technique was directly dependent upon bead’s radius and
thermal conductivity, as well as the quality of the calibra-
tion materials. The use of a similar technique for measuring
o of food materials was described by Thome (9). A
thermistor was used initiaily as a pulsed point heat source
and then the same thermistor was used as a temperature
sensor 10 measure the rate of dissipation of the introduced
heat (30 °C temperature rise), which was a direct function of
. However, the attempt to use a thermistor for determining
temperature by the resistance variation not only leads to
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complicated controls to yield constant power, but may also
introduce boundary effects during o measurement (10).

It is important to note that no published work describes a
method that uses a constant, continuous point heat source,
although this simplifies the required instrumentation com-
pared to the above described. Therefore, the objective of the
present study was to investigate theoretically the feasibility
of using a continuous point heat source probe for simultane-
ous determination of thermal conductivity and diffusivity
by: (a) developing a matheratical model for simulating the
thermal response of such a probe; and (b) analysing the
simulated temperature data by applying an analytical solu-
tion of a linearized heat conduction equation for a point heat
souree.

Mathematical Model Development

A schematic representation of an assumed model, a point
heat source probe and its sample holder, is illustrated in
Figs 1a and b (component dimensions not in proportion).
An assumed point heat source probe of length L, and radius
R, is positioned on the central axis of a cylindrical shell, a
sample holder filled with food, with an immersion depth L°.
The point heater is approximated by a cylinder of length £.!
and radius R! (Fig. 1a). The thermal influence of a tem-
perature sensor is assumed to be negligibie as assumed by
Karwe and Tong (11). The electrically insulated heater lead
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Fig. 1 a A cross sectional view of the composite point heat
source probe and the sample holder assembly (probe size not in
proportion to sample holder); b conversion from real heater lead
wire to simulation wire radial dimensions

wire is supported by a low k rod. The heater-lead wire
assembly is placed in a protective cylindrical sheath, a thin
wal stainless steel tubing (not shown in Fig. 1a). The void
space around the heater is filled with high conductivity
filling material. The sample holder made of stainless steel is
filled with heat-conducting food, the inside height and
radius dimensions of the sample holder being H® and R,
respectively and outside dimensions being H’ and R’. The
sample holder equipped with the probe is placed in a well
agitated bath of a heat exchange medium to ensure a
uniform temperature distribution in the test material before
initiating a simulation run. The heater generates a constant
heating rate @, (W/m>) starting at time zero.

The mathematical representation of the simuiation model is
governed by a two dimensional heat conduction equation in
cylindrical co-ordinates for temperature and location inde-
pendent material thermophysical properties:

Laf (T i(iﬂn i
ot ror r(k ar)%az Koz TR
{r,yeViand ¢ > 0 Eqn (1]

Superscript ! denotes different material thermophysical
properties and component sizes:

i = 1 for heater

i = 2 for heater lead wire

i = 3 for electrical insulation

i = 4 for high £ filler

i = 5 for low & support rod

i = 6 for food sample

t = 7 for sample holder

i = 8 for protective sheath

B! = 1 Vs for all other materials are nil.

The applicable boundary and initial conditions are shown
below.

aT

(Tl —

Boundary conditions. The temperature distribution was
assumed 1o be axisymmetric:

ar
5 =0
r=0,(H% + )2 + L, — L5 <z<0and >0 Eqn (2]

At the convective boundary:

(-I)Pki%s =W - T%)

(r,2)eSand >0 Eqn [3]

When a normal surface vector is in the positive co-ordinate
direction, P = 1. Otherwise P = 2

Conditions on two dissimilar materials interface. The fol-
lowing two equations were included in the model to repre-

sent finite contact heat conductance contact conductance:
; ‘ .
_ )
an

(r.o)elVandr>0

. aT
1
LY

Eqn [4]

(—1)P ki%' ~ A (i — TV)
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(r.2)elYandt>0 Eqn [5]

P =1 when a normal interface vector from i to j is in the
positive co-ordinate direction. P = 2 otherwise.

Initial condition.

T=T,

(r, 2) e (Vi + 8) for all i values and ¢ >0 Eqn [6]

T™ = T, since a thermal conductivity determination test
begins after a sample is equilibrated thermally to 7™.

It should be noted that the heater lead wires and their
electrical insulation is approximated as a wire of equivalent
radius, R%e, concentrically insulated with an equivalent
layer thickness using the following equations as shown in
Fig. 1b (12):

= (L, + L4 2, = 2R? Eqn(7]

The thermal influence of the stainless steel sheath is
included in an overall contact conductance:

3
1 1 i + 1

464 468 84

468 1B Eqn [8]

Numerical Methods

The above set of equations are solved numerically through a
hybrid approach applying the alternating direction implicit
(ADI) finite difference method (13,14} and the finite volume
method (control volume energy balance method (15,16).
The ADI method reduces computational time, while main-
taining a stable solution (17). The control volume energy
balance volume method was applied since finite difference
approximations on nodal points located around interfaces,
exposed surfaces, and corners are greatly cumbersome to
construct.

The solution domain was divided into non-uniformly spaced
mesh dimensions in which steep temperature gradients and
boundary regions were divided into finer grids. The gnd
system overlapped the boundaries (the boundary control
volumes consist of full volumes next to a boundary} to
provide better description at material interface and con-
vective boundaries (13). Nodes were located at the centroid
of a control volume. Interfacial thermal conduction was
estimated by assuming series conduction paths between
adjoining interior node points (18). For adjoining boundary
node points, the heat rates were formulated in terms of the
corresponding thermal resistances.

Although many types of boundary node arrangement exist,
the application of energy balances in a finite volume located
next to the interface that separates two dissimilar materials
is sufficient to cover all different cases (Fig. 2). For this
arrangement, the heat rates were expressed as:

Qi1 4=

(Ti—y, 53— T, p) ( Ari_
W et 3
)

ity

Eqn [9]

Qiv1.j i j =
i Ari 1*1
2 1
. Ar; * i Ar; +
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Arisy T, — Ty
2
ki( + Ari)A
ry + — |Az;
! 1 2 !
Eqn [10]
Qi-1.j>ij=
(AZJ'_ j) -1
kt (T T ;)
[(Az;_; + Az (Az _ ¢+ Ayl Egn [11]
2
Oi+1,j—ij=
(A—Z,j + ————Azjfl) -
k! k! T 0 — T )
Ari 141 qu'l [12]

[(Azj + Azj+1)_| (Azj + Asz)
2

The rate of heat accumulation in the control volume was
formulated as:

i ii’T:]_n+l _ Tni,j
Qutored = PC === AririAz; Egn [13]

From the law of conservation of energy:

Ogored = Qi—1, j 5 i j T Qv j = i j

t0i -1t j+1 i Eqn[l4]
The temperatures at the material interface boundaries were
calculated from the subgrid approximation of Eqns 4 and
S:

ki (TL i Ti) =i (Tj — Ti+l,4j)
AriIZ AFH_I/Z qu’l [15]

Al (Ti' i~ Ti = il (Tl — ‘I{l)
Aryf2 Eqn [16]

Energy balances for convective boundary and multiple
material interface control volumes were handled similarly
and were combined with finite difference expressions for
the interior nodes (obtained from the governing equation).
The application of ADI and the finite volume method
resulted in systems of first-order algebraic equations with
a tridiagonal coefficient matrices which were solved by
the Thomas algorithm (19) to obtain nodal point tem-
peratures.

Data Reduction Methods

A data reduction method for a line heat source probe is
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Fig. 2 Application of energy balances in a finite volume located next to the interface that separates two dissimilar materials

based on an analytical solution for heat conduction in an
infinite body containing a line heat source of no mass and
volume. Following a similar analogy, an analytical solution
for a continuous point heal source was used (20) to obtain a
data reduction method for temperature data generated by the
above described mathematical model:

=2 (_”_)
=1, 4akr erfc vdait Eqgn [17]

where,

erfc(x) = 1 —erf(x) =1 —%J‘g—ézd‘g
¥ o

1 _2 "( 240 124
-1 \,ﬁJ;I LR TR

3
- Eg

T 3T Eqn [18]

In Egn 17, the value of tf 4ot decreases with increasing ¢.
Therefore, erfc(r/daf) may be approximated by the first
two terms of Eqn 18 for sufficiently large ¢ values. Thus,
one obtains:

T T~ i

b
r \f'ITOL!

According to Eqn 19, the temperature rise varies linearly

Equn [19]
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with r =12, A k value could be estimated from the intercept,
k = Q (4mr intercept)”!, and is dependent on spatial
location, r and heat source generation rate, . An a value
could be determined from the slope, a = [Q/4mk slope]?
=l

One needs to determine an effective r of a point heat source
probe. For this, two reference matenials of known k& could be
used (K* and o® for material a, k* and «b for material b.
From Eqn 19, one obtains:

e -y

0 ro Vmab
4k 1 1
— Tl = [~ — ——
(=T 0 ) (f H.ﬁ) Eqn [20]

The above equations indicate that the intercept of (T —
T 4wk Q) against #V/2 plot is identical to that of similar
plot for material b. This intercept is used to determine % and
o of a test material (sample of unknown £ and «) and may
be estimated together with the slope by using two data
reduction methods developed for a line heat source probe,
the maximum slope method (21) and the maximum r-square
method (3). The maximum slope method identifies the
maximum of absolute local slope values obtained through
successive linear regression analyses of segmented sets of
10 data points in the T — T, vs. 1~ 2 plot of Eqn 19 (taking
the absolute value of the slope is required because of the
negative slope). The maximum r-square method identifies a
maximum linearity region of the curve through successive
linear regression analyses eliminating one data point at a
time starting with the initial data point while keeping the
minimum ¢~ /2 data point at the lowest limit of a visually
selected linear region of the plotted data (the maximum
r-square used as criterion for the maximum linearity).

Simulation

The temperature response of the point heat source probe
was simulated to examine the feasibility of determining the
feasibility of determining & and o of food through the above
described data reduction methods. Table 1 shows assumed
probe component and reference materials and their thermo-
physical properties. Assumed probe dimensions and other
model parameter values are listed in Table 2. Since an
infinitesimally small heat source is physically impossible,
the heater was simulated by a small resistor of 3.683 mm
length, L!, and 0.7874 mm radius, R! (22). The assumed

probe dimensions were based on the heater’s dimensions.
The probe length was assumed on the basis of considera-
tions of ease in probe fabrication and of probe installement
on the sample holder. The sample holder dimensions were
determined through a series of simulations based on the
assumed probe dimensions. The assumed dimensions are
those of a sufficiently large food sample size which ensures
no thermal influence on its boundaries (the sample holder
walls) at the end of a simulated experimental run for k£ and «
determination. In the present study, representative estimates
of contact conductance coefficients were obtained from the
literature (16,23,24). Glycerol (99.5% pure) and agar gel
(5g/L) were used to calibrate the probe as described
previously since the reliable thermophysical properties of
these two materials are available in the literature (16) and
since they were predominantly used to calibrate line heat
source thermal conductivity probes. It is difficult to define
the exact location of a temperature sensor, so probe tem-
perature respense data were obtained through the simulation
on the central axis of the assumed point heat source probe.
The temperature history at the midpoint location inside the
filler was used for & and « determination since temperature
monitoring at this location is the easiest, most practical and
realistic. The temperature data were piotted to determine an
effective r using Eqn 20. The thermophysical properties of
15 foods in the k and « range of 0.0788-0.613 W/(mK) and
0.73-1.60 X 10~ 7 m?s, respectively, were obtained from
the literature (16,25-32). These properties were used to
simulate probe respoenses to determine 4 and o of each foed
using Eqn 19.

Results and Discussions

Figure 3 shows typical Eqn 19 plots of simulated tem-
perature data for agar gel on the central axis and toward the
bottom end of the assumed point heat source probe at these
five locations, heater geometrical center (this location for
theoretical consideration only), heater surface, midpoint
inside the filling material, probe surface, and 0.5 mm away
from the surface of the probe. The temperature history at the
midpoint location inside the filler represented effectively
those at other locations since all plotted curves are virtnally
parallel to each other. It appears that the plot exhibits an
approximately linear region, except of an initial curvature of
considerable time lag (large r~ Y2 values region) and a
leveling off at late times (smail ¢~ !/? values region). The
initial departure from the ideal condition is probably due to

Table 1 Properties of probe and reference materials used in simulation

C k p o

Material (MkgKY) (W/(mK})) (kg/ m*) {m2s)
Sample holder (Stainless steel)!! 455 13.8 7917 3.83 X 1076
Heater lead wire (Cooper)'® 385 401.0 8933 116 x 1074
Reference Material (Agar gel}!® 4179 0.613 997 1.47 x 1077

{Glycerol)!® 2436 0.2876 1259 937 x 1078
High £ filler!! 3830 238 2380 2,60 % 1077
Heater (Constantan)'’ 410 21.8 8900 597 x 1076
Low k support rod (Nylon)?S 1760 0.24 1100 1.28 X 1077
Electrieal insulation (Teflon)!! 993 0.26 2180 1.20 x 1077
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Table 2 Probe component and sample holder assembly sizes and other model parameters used in
the numerical simulations (values computed through simulations or obtained from the literature}

Parameter

Initial temperature {T,):
Convective surface heat conductance (2%):

Overall thermal contact conductance for §j = 64 (hl)

Thermal contact conductance for ij # 64 (Al)
Point heat source heat generation rate (Q):
Time increment
Food size

Radius (R%):

Height (F%):
Sample holder size

Radius {R7):

Height (H"):

Wall thickness (R7 — R® ar (HT — HO/2):
Probe size

Radius? (Rp,):

Length (Lp,.):
Probe immersion depth in food (L®:
Heater size

Radius (RY):

Length (L"):
Heater encapsulation length (L%):
Heater lead wire size

Radius® (R?_):

Length (L2):
Electrical insulation thickness® (R3,—R2,):

Value

24.0°C

5.0 X 102 W/(m?K)

1.0 % 102 — 1.0 X 107 WHmZK)Y
1.0 X 162 — 1.0 X 10°W/m?ZK)
0.1W

04s

1.6 X 1072m
38 X 107%m

2.0 X 10 2m
46X 10 2m
4.0 X 1073m

1.524 X 1073m
3.158 % 10~ *m
2,158 X 107 ?m

7.874 X 107*m
3683 X 10 %m
5583 X 10~ %m

539 % 107°m
2695 X 10 2m
1178 X 10~ %m

2 Gage ! tube.

® Equivalent radius of heater lead wire, RZ, and electrical insulation, R3, determined from Eqn 7 for
a gauge 18 wire (R? = 0.076 mm) with insulation thickness (La*ZR2 = {.076 mm).

8.0: . - - - - [

40—

2.0.L

T-T, (°C)

VIR
3

L.
0.2
t-IIE (S)

Fig. 3 Typical Eqn 19 plots of simulated temperature data for
apar gel on the central axis and toward the bottom end of the
assumed point heat source probe at five locations: 1: heater
geometrical center, 2: heater surface, 3: midpoint inside filling
material, 4. probe surface, and 5: 0.5 mm away from the surface of
the probe

the finite mass and volume of the heat source, the difference
between the thermal properties of the probe and the test
material. Boundary end effects caused the leveling off of the
curve. It is also interesting to note that a temperature
gradient exists between the heater center and the probe
surface in spite of the assumed high conductivity filter. The
further away from the heater center, the longer it takes for
the curve to reach the region of linearity.

The effective r was determined from the intercept of Eqn 20
using glycerol and agar gel as reference materials and
applying the two data reduction methods, the maximum
slope and the maximum r-square, as criteria for maximum

linearity. Figure 4 shows sample Eqn 20 plots at the
midpoint location inside the filler material for the two
reference materials and the effective r determination by the
maximum slope method. Ideally, the regressed lines for the
reference materials should intersect at the intercept location
giving identical effective r. In reality, the application of the
maximum slope method gave an effective r of 2.2534 and
2.1414 mm for glycerol and agar gel respectively, When the
simulation results were analysed by the maximum r-square
method, the effective r was equal to 2.2261 and 2.2150 mm,
in good agreement with the maximum slope values. There
was about 5% difference in the effective r values of the two
reference materials. This may be due to their different
thermal response characteristics. The observed time lag is

5000  — — - R
t“(’\'j r

-~

400~ -

300

Glycerol
200—

(T-T W4 m k)

100

0 0.1 0.2 0.3

12 (s)

Fig. 4 Eqn 20 plots at the midpoint location inside the filling
material for the two reference materials and effective » determina-
tion by the maximum slope method
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Fig.5 Theoretical local slope values obtained through successive
linear regression analyses of Eqn 19 simulated temperature data at
the midpoint location inside the filling material for glycerol and
agar gel

0.5

about 25 s, longer for glycerol and shorter for agar gels, but
is short compared to the overall duration of the simulation
run (350s). Boundary end effects are more profound for
agar gel due to its larger o compared to glycerol. A mean
effective » is recommended for determining the thermal
transport properties of a test material.

The applicability of the maximum slope method to a point
heat source was initially investigated by using the mean
effective r to determine the thermal transport properties of
the two reference materials. The local slopes were estimated
through successive linear regression analyses of the simu-
lated temperature data as described previously. Figure 5
shows changes in local slope values as a function of =1/
(plot of slopes against the midpoint time of each regression
analysis interval). The absolute local slope value increased
with time, reached a maximum level, and then decreased.
This is in agreement with analogous results reported for a
line heat source k probe (21,33). The slope decrease at
Jarger times (smaller 1~ 1/2) was attributed to convection and
end effects. Due to different thermophysical properties, the
maximum absolute slope value, was larger and was reached
earlier for glycerol than for agar gel. The k values at the
level of maximum absolute slope were 0.2949 and 0.5974
W/(mK) for glycerol and agar gel, respectively, about 2.5%
different from the literature values used in the numerical
solutions. The « values estimated at the maximum slope
were 8.24 X 1078 (m%s) for glycerol and 1.50 X 1077 for
agar gel, 12.0 and 2.3% different from the corresponding
literature values. The o values estimated by employing Eqn
19 were less accurate since the errors in & are compounded
to an error in «.

The same results were analysed using the r-square method
of selecting the best linear slope value. The visually selected
lowest r~ /2 limit of the linear region of the plotted data was
0.0577. The r-square reached a vatue of 0.9999 after 1~ '/2
was equal to 0.101 and 0.129 for the glycerol and agar gel,
respectively. The estimated & and o values using the mean
effective r were 0.2948 (W/(mK)) and 8.50 X 108 (m?s)
for glycerol, and 0.5976 and 1.56 X 10~7 for agar gel, in
good agreement with the results obtained using the max-
imum slope method.
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Fig. 6 Comparison of k and a values obtained from the literature
with those estimated by the point heat source applying the
maximum slope data reduction method for a number of foods. O,
effective r determined using glycerol; A, agar gel; ——=1-—, mean
effective r. a k& values; b o values

Figure ¢ summarizes comparative results on the & (Fig. 6a)
and « (Fig. 6b) for 15 different foods. In the figure, the k
and « values determined by applying the maximum slope
method and using the mean effective r as well as the
effective r obtained from each of the two reference materi-
als were plotted vs. the literature values. Results obtained by
applying the maximum r-square method are not given since
they were virtually identical to those obtained by the
maximum slope method (0.2% maximum difference). The
diagonal line is the 45° line that passes from the origin. k
values determined by the point heat source method were in
good agreement with those from the literature except for
granular starch that gave 12.2, 9.4, and 15% larger k value
when using the mean effective » and the r value obtained
from glycerol and agar gel, respectively (Fig. 6a). 1t is noted
that & and o values of granular starch are way out of the
range of glycerol and agar gel values, resulting in inapplica-
ble utilization of effective r for accurate property determina-
tion. The coefficient of correlation of the best-fit line (dotted
line) by linear regression for the & data was (.9998. The
percent differences between the estimated and literature &
using the mean effective, glycerol, and agar gel » were 5.1
for peach, and 5.0% for butter, respectively (peach with the
highest o and butter with very low o in the food studied).
Similar, but less accurate results were obtained for o (Fig.
6b). Best-fit by linear regression for o estimation using the
mean effective » gave a coefficient of correlation equal to
0.9474 (dotied line). The largest deviation from the lit-
erature o values was observed for granular starch, 55%,
followed by butter, 36%, salami, 24%, and cheddar cheese,
16%. The best agreement was observed for scallops and
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carrots, 0.8 and 1.8% difference, respectively. Therefore,
the point heat source method did not determine accurately
the small thermal diffusivities of food. In general, thermal
transport properties of food with large k and o values were
more accurately estimated using the effective r obtained
from agar gel, whereas those with small £ and « values by
using the effective r from glycerol. The use of the mean r
gave the most balanced results as well as the most accurate
property values in the range of the two reference materials.
Thermal diffusivity determination of food using a point heat
source was also atternpted by linearizing differently Eqn 17.
The test material is subjected to a constant heating period
followed by a nil heating period, a gate functional heat
generation. The temperature rise during the period of
constant heat generation rate {0 < £ < #,) is given by Eqn 17
(T = Ty,). The temperature decay of a point heat source
after the gate (f;, < £) is obtained by applying a superposition
theorem (20):

Ta = To = 41(72kr Frfc MT:) - erfe (ﬁﬁt_f)ﬁ)]

Eqgn [21]

When one takes the ratio of Eqn 21 to Eqn 17 for equal
heating and non-heating period t,, one has:

(Tct - To)

T T — To)

=5 o [, 7)o )

drrkr erfc 4a(tb + Ix) erfe \"ﬁ(lf;

i (7]

dkr € Vdat,

Combining Eqns 18 and 22 and satisfying the condition

rXdat,) <<1, the temperature response of a point heat

source at moderately long time is expressed by the follow-
ing data reduction formula:

Kk
N ars .

A oy VTl

Eqn [22]

Egn [23]
The logarithmic form of Eqn 23:

b V(t 2 ) (\,‘&TrJ

Log |1+ — = Elogt,‘I + log

Eqn [24]

According to Eqn 24, a plot of the log of time ¢, vs. the log
of a function of the temperature rise and time is linear and
its intercept could be used to calculate the a of a test
material when the slope of the curve is equal to 0.5. The
effective r could be estimated using the two reference
materials in a similar manner as performed with the data
reduction of Eqn 19. Figure 7 shows an Eqn 24 plot of
temperature data for glycerol collected at the five locations
stated previously. Curves produced through data plotting
have no apparent linear regions that are in accordance with
Eqn 24, Therefore, the equation may not be used for a
determination.

As has been reported (23,34,35), the thermal contact resist-

et
5

=
"

Yogifunction of (Tt,)]

log(z,) (s)

Fig. 7 Eqn 24 plots of simulated temperature data for glycerol at
the same five locations as in Fig. 3

ance between the probe and the test material may influence
significantly thermal transport property determination. Fig-
ure 8a shows temperature profiles at 300 s with a constant
heat generation rate, 0 = 0.1 W, along the central axis of
the sample holder, filled with glycerol, toward the bottom
end for different overall thermal contact conductance coeffi-
cients (#*), The #%* values were assumed to vary from
107 W/(m?K), an almost infinite contact conductance as
determined by numerical simulations (no interfacial tem-
perature gradient observed), to 10° W/(m?K), a rather small
contact conductance for many practical applications
(23,24). The curves for 4% values from 107 to 10* W/(m?K)
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Fig. 8 a Temperature profiles at 300 s of constant heal genera-

tion rate, ¢ = 0.1 W, along the central axis of the sample holder,
filled with glycerol, toward the bottom end for different overall
thermal contact conductance coefficients. 1: h% = 107 — 1074, 2:
K8 = 10% 30 A5 = 5 102, 4 B8 = 3} 107, 5 % =
102 W/(m?K); b error in estimated k and & values of glycerol
compared to the literature values vs. the logarithm of overall
thermal contact conductance. (- |, k values; 13 , o values).
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Fig. 9 Computed temperature distributions in one half cross section of the point heat source probe and sample holder assembly for
different sample radii, 16, 8, 6 mm, respectively, and identical sample length (agar gel as test material, data collection period of 300s, Q

of 0.1 W, T, of 24.0°C, and k% of 5.0 X 102 W/(m?K)

overlap, implying the minor role of this parameter over the
time scales of the simulations. However, any further
decrease in 4% values resulted in a considerable increase in
the temperature drop across the probe—food interface, while
the temperature gradient inside the probe remained almost
constant (about 0.4—0.5°C). For an A% of 10° W/(m?K) the
temperature drop across the interface was 8.5° C.

A plot of the error in estimated ¥ and & compared to the
literature values vs. the logarithm of the thermal conduct-
ance is presented in Fig. 8b. & and « values were estimated
from Eqn 19. The percent of error becomes significant for
h%* values smaller than 10 W/(m?K). For example, with an
h®* of 10° W/(mZK) the errors were 46% for the & and 35%
for the a.

The major benefit of developing a point heat source for
thermal transport property determination is the suitability of
the method for foods of small sizes. The minimum sample
size may be determined by using the developed simulation
model to examine if the sample boundaries experience a
temperature change during the longest test time period
encountered (2). Therefore, the condition to be satisfied for
accurate & and « determination was less than 1% difference
between the final and initial temperature of the sampie
boundary. Figures 9, a, b and ¢ show computed tem-
perature distributions in one-half cross section of the point
heat source probe and sample holder assembly for different
sample radii, 16, 8, 6 mm, respectively, and identical sample

length. The computer simulations were performed for agar
gel as test material, data collection period of 300s, Q of
0.1W, T, of 24.0°C, and 4% of 5.0 X 102 W/(m?K). For an
assumed food radius of 16 or 8mm (Figs. 9a, b), the
temperature distribution is not disturbed. However, for a
food radius of 6 mm or less (Fig 9¢), boundary effects take
place. The heat wave reaches the boundaries, causing
significant errors in thermal transport property determina-
tion. Similar simulations were carried out to determine the
boundary effect influenced by the sample height. The
minimum allowable sample size for the assumed heater size
(3.683 mm length X (.7874 mm radius) was 22 mm height
X 8 mm radius. The minimum size of the point heat source
method is larger than those of the line heat source probe and
heated thermistor bead methods when comparing individ-
vally the height and radius of the minimum samples.
Continuous point heat source simulation results for a heater
of one quarter size of the above assumed, showed faster
response time (less than 150s with the r-square data
reduction) and minimum sample size of 17 mm height X
5 mm radius, comparable to the minimum allowable sample
size of a line heat source method.

Conclusion

The simultaneous determination of thermal conductivity
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and diffusivity of food using a point heat source was
analyzed theoretically. The analysis is based on the use of
the mathematical model foe simulating the thermal response
of a point heat source and of the analytical solutton of a
linearized heat conduction equation. The model assumes the
composite structure of the probe and the effect of the
thermal conduct resistance between dissimilar materials.
The analysis of the simulation temperature data showed that
both the maximum slope and the maximum r-square data
reduction methods could be used for estimating & by a point
heat source probe. The applicability of the point heat source
methed depends upon the selection of proper reference
materials needed to determine an effective distance r from
the point heat source to the temperature sensor. The use of
the mean effective r determined by using glycerol and agar
gel gave good agreement between estimated and literature &
values. The agreement in o results was fair for foods of
large o and poor for foods of small «. The effect of thermal
contact resistance between the probe and the food on the
accuracy of the method was significant when A% values
became smaller than 10* W/(m?K). The minimum sample
size was 22mm height X 8 mm radius, but it could be
significantly smaller when heaters of smaller dimensions are
used and/or foods with smaller o values are tested (sample
of higher o and lower #%* as well as longer collection time
increasing the error in k or « determination in small sample
sizes).

Further work is needed to study in depth the influence of
other key probe parameters such as heater length to diam-
eter ratio, heat generation rate, time interval for regression
analysis, convective surface heat conductance coefficient
and test period on the accuracy of k and/or a determination
before the method is validated experimentally.
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Nomenclature

A Dimensionless temperature as defined (T
— TH(Th, = To)—)

C Specific heat (J/(kgK))

A Thermal contact conductance coefficient
(ij # 64), or overall thermal contact con-
ductance (ij = 64) ( WAm?K))

H Height (m)

1 Interface between two materials denoted
by superscripts (—)

k Thermal conductivity (W/(mK))

L Length (m)

L, Major diameter of insulated heater lead
wires

Qstored

Qv

Greek symbols

Subscripts

e

i

j

pr
Superscripts

a,bij
m

~ B LN~ 3

Minor diameter of insulated heater lead
wires

Thickness (m)

Vector normal to interface or exposed
surface {(—)

Constant as defined (—)

Point heat source heat generation rate or
heat rate through control volume (W)
Rate of heat accumulation in control vol-
ume (W)

Point heat source heat generation rate
(Wm?)

Radial location variable or distance from
central axis of point heat source probe
(m)

Radius (m)

Exposed surface

Time (s)

Time at which heat generation is ceased
(s)

Time as defined,  when t < 1, or ¢ — f,
when t > &, (s)

Temperature (°C)

Temperature after terminating heat gen-
eration (°C)

Temperature during point heat generation
(°C)

Initial temperature (°C)

Space occupied by material denoted by
superscript, excluding interface, or
Exposed surface or central axis {—)
Dummy variable as defined (—)

Axial location variable or distance from
bottom of sample holder {m)

thermal diffusivity {(m?/s)

Heat generation rate factor, 1 for i = 1
and 0 for all other i’s (—)

Dummy variable (—)

Density (kg/m?)

Equivalent
R-directional discretization

Z-directional discretization
Probe

Material

Heat exchange medium
Time discretization
Heater

Heater lead wire
Electrical insutation
High £ filler

Low k support rod
Food test sample
Sample holder
Protective sheath
Food-sample holder inside wall
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64 Food-filler

68 Food-protective sheath

65 Food-support rod

23 Heater lead wire-electrical insulation
14 Heater-filler

15 Filter-support rod

43 Filler-electrical insulation

84 Filler-protective sheath
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