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Abstract 

The potential effect of rainfall and evapotranspiration on contaminant migration in the 
unsaturated soil zone was studied using a deterministic dynamic modeling approach. The 
contaminant mass transfer equation was solved along with Richards' equation for water transport 
subject to dynamic surface boundary conditions that consider rainfall and evapotranspiration. As 
an illustration of the effect of rainfall and evapotranspiration on various transport mechanisms, test 
cases are presented for the transport and volatilization of benzene, 1,1,2,2-tetrachloroethane and 
methanol for a loam-type soil using self-consistent dynamic rainfall and evapotranspiration 
weather sequences. The present study suggests that transport mechanisms such as diffusion, 
dispersion and convection can all be significant, to varying degrees, during various parts of the 
year. The temporal variability of both the volatilization flux and the amount of chemical remaining 
in the unsaturated soil zone are significantly impacted by the dynamics of rainfall and the period 
of initial contamination. 

I. Introduct ion 

Direct exposure of human and ecological receptors to contaminants present in the soil 

environment may occur via the inhalation of toxic solutes as they volatilize from the 
soil, dermal absorption due to contact with the soil, ingestion of soil particles, or from 
drinking contaminated groundwater. Given the growing concern with the environmental 
impact of contaminants in the soil environment, a number of different deterministic 
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transport models have been proposed over the last several decades to describe the 
movement of chemical contaminants in the vadose soil zone. The simplest models 
account only for diffusion in a single soil phase (e.g., soil-air, soil-water) and adsorption 
by the soil-solids, whereas more elaborate models consider the soil matrix as a 
multiphase system where different processes occur in each of the soil phases (e.g., Jury 
et al., 1984a, b, c; Baehr and Corapcioglu, 1987; Cohen and Ryan, 1989: Sleep and 
Sykes, 1989; Shoemaker et al., 1990; Gierke et al., 1990; Nair et al., 1990; Piver and 
Lindstrom, 1991a, b; Grifoll and Cohen, 1994). It has been demonstrated in various 
studies that water movement in the vadose soil zone can have a significant effect on 
contaminant volatilization from the soil (Jury et al., 1983, 1984a, b, c; Rosenbloom et 
al., 1993; Cohen and Ryan, 1989). The effect of water movement on contaminant 
transport is closely coupled with climatic variations (e.g., rainfall) and thus can affect 
contaminant transport in the vadose zone (Nofziger and Hornsby, 1986: Jury and 
Gruber, 1989; Russo et al., 1989a, b; Edwards et al., 1992; Oppong and Sagar, 1992; 
Haan et al., 1994). For example, the recent study of Haan et al. (1994), which 
considered stochastically generated dynamic rainfall and evapotranspiration conditions, 
coupled with a convection-only contaminant transport model, demonstrated that, due to 
the stochastic nature of rain, the use of an average or a single weather sequence can 
yield contaminant transport results that are far from the mean. Earlier studies on the 
coupling of climatic variability with contaminant transport in the unsaturated soil zone 
have focused on approaches that essentially assumed a time- and/or  depth-invariant 
water velocity or moisture content (Haas et al., 1994; and references therein). It is worth 
noting, however, that the impact of transient water flow conditions (due to transient 
irrigation) and the ensuing variability of the water content profiles on the transport of a 
non-volatilizing solute in soils has been recognized in the work of Russo et al. (1989a, 
b). In these latter studies it was shown that under transient conditions, at any given time, 
portions of the soil may be wetting while other parts may be draining. The detailed 
account of the dynamic coupling between climatic variations (i.e. focusing on rainfall 
and evapotranspiration) and contaminant transport, and the significance of the various 
transport mechanisms (i.e. diffusion, dispersion and convection), as affected by the 
dynamic variation of moisture content with depth and time, has not been the focus of 
earlier studies. Noted exception is the work of Piver and Lindstrom (1991a, b) who 
discussed various numerical modeling techniques of handling the complexity of contam- 
inant transport in the soil, as affected by the dynamics of rainfall, evapotranspiration and 
temperature variations. 

Earlier studies have clearly demonstrated the potential significance of weather 
sequences and moisture movement, when describing contaminant movement in the soil 
matrix. Therefore, it seems reasonable to expect that the details of contaminant 
movement can only be revealed through a modeling approach which considers the 
dynamics of rainfall and evapotranspiration. Accordingly, the motivation of the present 
work is to illustrate, via a deterministic model, the effect of transient water movement 
(associated with rainfall and evapotranspiration) on contaminant volatilization. In the 
present approach, the movement of water in the soil matrix is simulated using Richards' 
(1931) equation with the appropriate self-consistent surface boundary conditions (for 
rainwater infiltration and evapotranspiration) during rainy and non-rainy periods. Also, 
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air movement which is generated in the soil matrix, as the consequence of displacement 
by water, is taken into account in the model formulation. The solute mass transfer 
equations are then solved to provide a detailed account of the chemical concentration 
profiles and the contribution of diffusion, dispersion and convection transport mecha- 
nisms to chemical migration through the soil. 

2. Physical basis and governing equations 

The present study of the impact of rainfall and evapotranspiration on contaminant 
transport in the vadose zone focuses on a deterministic, one-dimensional isothermal 
description of water and chemical transport. In the present analysis the soil hydraulic 
conductivity is taken to be a function of water content which in turn varies with depth. 
All other soil parameters such as the soil porosity, organic carbon content, percent clay 
and sand, and hydraulic conductivity at saturation are taken to be depth-invariant when 
solving the model equations. As a further simplification, the soil domain is considered to 
he isothermaI. Admittedly, the above simplifications are too restrictive for site-specific 
field applications. In principle, heterogeneities, non-isothermal and non-equilibrium 
effects can be included via more complex modeling efforts. However, the simplified 
approach adopted here is sufficient for the current task which is to illustrate the effect of 
rain infiltration and evapotranspiration on contaminant transport. 

2.1. Water mo~,ement 

It is well established that soil water movement can be described by Richards" 
equation which for one-dimensional (i.e. vertical) transport can be written as (Bear, 
1972): 

O0 w 0 [ O( ~b- z ) l 
- - K  - ( I )  

c? t O z -O z 

where 0 w is the soil water volume fraction; t is time; z is depth from the soil surface; K 
is the hydraulic conductivity; and qt is the matric potential. K and ~b both depend on 
the volumetric water content of the soil and the soil type. In this study, the dependence 
of the matric potential and the hydraulic conductivity on the soil water content, is 
approximated by the following empirical relations (van Genuchten, 1980; see also 
Nielsen et al., 1986): 

K = K~f-~ [ 1 -  (1 - O ' /m)m]  2 (2) 

l( i t ''-°'' . . . .  , / . .  1 (3)  
c~ O 

where O is the dimensionless effective degree of water saturation defined as 

0 w -  0w, 
0 (4) 

• -  0wr 
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in which 0wr is the residual water volume fraction; and e is the soil porosity. K s is the 
hydraulic conductivity at saturation and ce and m are empirical soil-dependent parame- 
ters. The soil parameters in Eqs. 2 - 4  can be estimated using the correlations of Rawls 
and Brakensiek (1985), which provide 0wr, Ce, m and K s as functions of the percentage 
of clay and sand of the soil, and the soil porosity. 

Eqs. 1-4 allow the simulation of water movement in soils subject to the appropriate 
boundary conditions are used. At the soil surface, i.e. z = 0, the water velocity can be 
set equal to rainfall infiltration velocity under the non-ponding condition and it is set 
equal to the saturated hydraulic conductivity when ponding condition is reached. During 
non-rainy periods water evaporation from the soil surface depends on the potential 
evapotranspiration and, according the Dalton law analogy (Bras, 1990), on the vapor 
pressure gradient. Accordingly, the volumetric water evapotranspiration flux can be 
expressed as: 

~ l - h a  1 
where h a and h~ are the relative humidities in the air and in the soil surface, 
respectively; and PEV is the potential evapotranspiration (Bras, 1990), i.e. the evapo- 
transpiration rate that would take place in the absence of water supply limitations at the 
air-soil interface. There are different approaches to evaluate PEV, and in the test cases 
presented in this study the simple Thornthwaite (1948) equation which requires average 
monthly temperatures was used. The relative humidity over the surface of the soil pore 
water, h~, can be related to the matric potential at the soil surface, qJ~, by (Edlefson and 
Anderson, 1943): 

h~ = exp[ Mg~9s ] 
RT I (6) 

where M is the molecular weight of water; g the gravitational acceleration; R is the 
universal gas constant; and T is temperature. Finally, at the bottom boundary, z = L, the 
condition of a zero matric potential gradient was used. This boundary condition is a 
reasonable approximation when the soil depth being considered is sufficiently large such 
that, for the duration of the simulation, there is negligible water migration at the bottom 
boundary. 

2.2. Air mouement 

Air which is present in the interstices of the porous soil matrix is exchanged with the 
atmospheric air when the water content near the soil surface changes due to rain 
infiltration and evapotranspiration. Soil-gas phase movement can also be the result of 
natural convection such as due to temperature gradients (Cohen et al., 1988; Piver and 
Lindstrom, 1991 a, b). However, these secondary effect are not considered in the present 
study. Assuming that the soil porosity, E, is time-invariant and that • = 0 a + 0 w, where 
0a and 0 w are the volume fractions of the soil-air and soil-water, respectively, it then 
follows that: 

0( 0 a Jr- 0w) 
- 0  (7) 

Ot 
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and with the use of the continuity equation the following relation between the water and 
air convective fluxes is obtained 

O(qa + q w )  
0 (8) 

8z 

in which q~ and qw are the Darcy's volumetric fluxes of air and water, respectively. In 
writing Eq. 8 it is assumed that the gas phase can be considered to be incompressible 
given the restriction of isothermal condition and that the total gas pressure is about 
atmospheric pressure. 

The bottom boundary of the vadose zone can be taken to be impermeable to the air 
phase, i.e. q~ = 0 @ z = L. It is noted that this boundary condition and Eq. 8 cannot be 
used when the condition of ponding is reached. For this condition of ponding the above 
approach predicts that the air is entrapped, in the soil pore space, even though 0, is 
changing near the soil surface. To overcome this limitation, the boundary condition at 
the soil surface, under the condition of ponding, can be changed to qa = 0 @ z = 0. This 
latter boundary condition implies that, under the condition of ponding, atmospheric air 
does not penetrate the soil surface (i.e. @ z = 0). 

It is emphasized that in the present analysis air movement is the result of either 
displacement by water or replacement of void space created by the water. There are 
other possible mechanisms for air movement such as due to natural convection near the 
surface region as the consequence of temperature gradients. Such secondary effects are 
worth exploring; however, this requires detailed temporal information on the coupled 
moisture and temperature-depth profiles in the soil (Cohen and Ryan, 1989). Such 
information on self-consistent moisture and temperature profiles can be obtained experi- 
mentally for specific location or simulated with an appropriate model of coupled heal 
and mass transfer as described in a detailed monograph by Piver and Lindstrom (1991a). 

2.3. Pollutant transport 

One-dimensional chemical transport in the multiphase soil matrix consisting of M 
phases, can be described by the following set of unsteady convection-diffusion equa- 

Ot - Oz Oi - - +  Dvi] -~z( OiViCi) + ~ a i j N " i  + R~Oi 
j =  I 

tions: 

i , j  = l . . . . .  M (9) 

in which C i and V i are the chemical concentration and interstitial velocity for phase i, 
respectively; N~ i is the chemical mass flux from phase j to i; and aij is the interfacial 
area per unit volume of soil matrix between phases i and j. The chemical molecular 
mass diffusion and convective dispersion coefficients in phase i are denoted by Di and 
Dvi, respectively, and the tortuosity of phase i is given by ~5- Finally, the rate of 
chemical or biochemical transformations in phase i is given by R~, where degradation of 
the chemical occurs when R~ < 0 and production occurs when R, > 0. 
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The solution of the coupled set of individual mass transfer equations (see Eq. 9), for 
the three soil phases (soil, air and water), is required when the resistance to mass 
transfer among the soil phases is significant (Cohen and Ryan, 1989; Gierke et al., 199{); 
Imhoff and Jaffa, 1994). Mass transfer limitations are sensitive functions of the soil type, 
the physicochemical properties of the chemical (e.g., diffusivity, partition coefficients) 
and the flow conditions. In another recent study, Imhoff and Jaff6 (1994) showed that 
mass transfer coefficients can vary significantly depending on the soil structure and 
uniformity of water flow in the soil. These authors also suggested that air-water mass 
transfer coefficient correlations, based on laboratory data, may not be representative of 
field conditions. Earlier studies by Cohen and Ryan (1989) and Gierke et al. (1990) 
suggested that the local equilibrium assumption for air-water mass transfer is reasonable 
for volatile chemicals. Mass transfer limitations for solute adsorption have also been 
documented in the literature and these are also known to depend on the soil structure 
and composition as well as on the degree of water saturation and water movement in the 
soil. Treatment of non-equilibrium processes while desirable is not the focus of the 
present work. 

In the present analysis we retain the more restrictive local-equilibrium condition that 
has been commonly employed in the literature (Jury et al., 1983, 1984a, b, c, 1990; Nair 
et al., 1990; Shoemaker et al., 1990; Piver and Lindstrom, 1991a, b; Grifoll and Cohen, 
1994). This simplification is believed to be sufficient for illustrating the potential impact 
of climatic variability and ranking its relative importance for different chemicals. 
Accordingly, subject to the restriction of local phase equilibrium, the mass transfer 
equations as expressed in Eq. 9, can be written in terms of the overall chemical 
concentration in the soil matrix: 

OCsm - O [DapO(Csm/~)  Ve,,fCsm] +R~m (10) 
Ot Oz Oz 

where Csm is the total soil matrix chemical concentration given by 

(mass of polluant) 
Cm = = o.c.  + OwCw + O,C (1 l) 

(unit soil volume) 

and 

s~ = 8a + 0w ~ w  + 0~H--~-w (12) 

where the sub scripts s, w and a refer to the soil-solids, soil-water soil-air phases, 
respectively; and Hij is the partition coefficient between soil phases i and j defined as: 

C~ (13) Hij = 

The effective convective velocity is denoted by Veef and the apparent chemical diffusion 
coefficient, Dap, in the soil matrix is given by: 

t 0w(Ow t Dap=0a 7 +Dv" +H~w -~w +Dvw (14) 
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where it is noted that when the physicochemical properties of  the soil are unifbrm with 
depth (i.e. when s c is constant) the commonly defined effective soil diffusion coefficient 
(Jury et al., 1984c; Ryan and Cohen, 1990), D~ff, is given as Det~. = D, lp/~. In the 
present analysis the tortuosity factors, ~-~ and ~'w, were evaluated according the model of 
Millington (1959), i.e. ~-i = e2/Oi  ~-3. The longitudinal dispersion coefficient in each 
phase, D~a and D,, w, were estimated as D,~ = o%V s (Bear, 1972) where c~L, longitudi- 
nal dispersivity in phase i, has been evaluated by various authors for different levels of 
soil saturation levels. For example, Wierenga and van Genuchten (1989) evaluated the 
longitudinal dispersivity in a 6-m-long column to be ~ 5.5 cm, whereas Jaynes (1991) 
conducted a series of  experiments in soil plots of  varying depth and reported the 
longitudinal dispersivity to range from 4.5 to 28.8 cm. Butters and Jury (1989) have 
shown that the dispersivity varies with the solute travel distance: over a depth of ~ 4 m 
the dispersivity was reported to vary from ~ 5 to 30 cm. In earlier field experiments 
Biggar and Nielsen (1976) reported a longitudinal dispersivity value of og. = 7.8 cm for 
saturated soil conditions in an agricultural field. For unsaturated soils, conclusive field 
data for cx L are lacking but laboratory studies have shown that a L increases when the 
soil volumetric water content decreases (van Genuchten and Wierenga, 1977; van 
Genuchten et al., 1977; Patel and Greaves, 1987). In the case study presented in this 
work, the variation of the longitudinal dispersion in the soil water and air phases, as a 
function of the volumetric phase saturation, S~ = 0w/e,  was estimated based on the 
detailed numerical study of dispersion in porous media provided by Sahimi et al. (1986). 
Based on the results of  the Sahimi et al. (1986), the following empirical correlations 
were developed: 

[C~L~(I)[1 - 1 . 3 1 ( S , - I ) ] "  
= 

cYL,(l) [14.6 - 24.3Si] ; 
t 

S i > 0.53 
(15) 

S i < 0.53 

where og (1 )  is the longitudinal dispersivity at S i = 1. Eq. 15 predicts a dispersivity 
which is nearly constant, equal in value to the dispersivity at the saturation limit, until 
the volumetric content of  phase i reaches 0.53. Below this characteristic value, the 
dispersivity increases sharply, with a theoretical limit of 14.6OeL(t). It is important to 
note that the adoption of the above empirical longitudinal dispersivity model is not 
meant to suggest its general applicability. Clearly, contaminant transport in specific soils 
and specific environmental conditions will depend on the soil-specific longitudinal 
dispersivity and its variation with moisture content. Therefore, one may expect that the 
quantitative importance of dispersion, relative to other transport mechanisms, will 
depend on the soil-specific longitudinal dispersivity and its variation with moisture 
content. Nonetheless, the relation selected in the present case study suffices given that 
we merely use Eq. 15 to demonstrate a possible set bf  transport behavior. 

The effective convective velocity, V~,f in Eq. 16, is defined as: 

V~,. t, = 0al~ . + Ha---- ~- (I 6) 

where ~d and V,~ are the interstitial velocities in the soil-air and soil-water phases, 
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respectively; and ~ is defined in Eq. 12. The water phase interstitial velocity is obtained 
from: 

V w - 0w-~--~z - z (17) 

and the air phase velocity was obtained using Eq. 8. 
Finally, the overall reaction rate, i.e.: 

M 

Rsm = E R i O i  
i=1 

which accounts for bio- and chemical transformations, depends (in addition to on the 
chemical concentration) on the specific soil characteristics and its microorganism 
community (Lyman et al., 1990; Howard et al., 1991; Mackay et al., 1992). Therefore, it 
is generally not possible to utilize a single set of representative reaction rate constants 
for a given transformation process. Thus, in the present study, we focus on elucidating 
the relative importance of the various transport mechanisms in the absence of reactions. 
However, a limited number of simulations included degradation carried out as discussed 
later. 

The evolution of the concentration profiles is obtained by solving Eq. 10, given V~ff, 

D,p and ~: as a function of time and depth, and subject to the appropriate initial and 
boundary conditions. In this work the volatilization boundary condition was set at the 
soil-atmosphere interface. Accordingly, the chemical surface volatilization flux, J0, is 
given by: 

J o = k a t m ( f a t m -  Ca) @ Z = 0  ( 1 8 )  

where kat m is the atmospheric-side mass transfer coefficient between soil and atmo- 
sphere, which can be evaluated, for instance, by the semi-empirical correlation proposed 
by Brutsaert (1975); and Cat m is the bulk pollutant concentration in the atmospheric 
phase (see also Grifoll and Cohen, 1994). In all the simulations the depth of the soil was 
selected to be sufficiently large to ensure that the chemical concentration front (i.e. 
non-zero concentration values) did not reach the bottom boundary over the length of the 
simulation. Therefore, the bottom boundary can be conveniently set as either C~m = 0 @ 
z = L or OCsm/OZ = 0 @ Z = L. The use of either of these boundary conditions yields 
essentially identical results so long as the restriction of a large depth, relative to the 
downward movement of the concentration front, is met. We note that in a more general 
approach a non-zero flux boundary condition is particularly useful when it desired to 
interface the vadose zone model with a groundwater contaminant transport model. 

2.4. Numer ica l  solution scheme 

The one-dimensional transport equations for moisture (Eq. 1) and chemical pollutant 
(Eq. 10) were solved by an implicit finite-difference approach. Eq. 1 was first trans- 
formed by applying a hyperbolic sine transform to the matric potential following the 
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method of  Ross (1990). Accordingly, the following new independent variable was 
defined: 

sinh ' (  ~ -  qt° ) • 

P = 6 -  4% (19) 
- - - ,  q ,  > ~, 

The transformed Eq. 1 and Eq. l0 were discretized using a fully implicit scheme with 
a central differencing for the second derivatives and backwards differencing for the first 
derivative (Fletcher, 1991). The discretized model equations for water movement were 
solved using the Newton-Raphson iteration procedure. For the range of simulation 
conducted in the present study, the soil domain was divided into three zones. The first 
zone from z = 0 to z = zl with a constant step size equal to Az],  a second zone from 
z = zt to z = z2 with increasing step size such that Azi = r~Azi  j, and a third zone 
from z = z2 to z = L with a constant step size equal to A z2. Since steep concentration 
gradients normally occur in the surface region (i.e. near z = 0) a step size of A zl = 10 4 
m was used from z = 0 to z = 0.05 m. In the second zone (0.05 m < z < 0.81 m) r t 
was set to 1.05. Finally, in the third zone (0.81 m < z < L) the step size was set to 
Az2 = 0.015 m. A variable time step was selected between a minimum of 0.005 h and a 
maximum of 5 h to ensure that the solution was tracked along small incremental changes 
of  the independent variable, p. This procedure was found to allow an accurate 
determination of  the derivative Op/Oz  which was used for the subsequent calculations 
of  the water convective velocity. The numerical algorithm for the solution of Eq. 1 was 
checked against the analytical solution given by Broadbridge and White (1988) for the 
case of  constant rainfall for a Brindabella silt clay loam soil. A comparison of  the 
numerical and analytical solution is given in Fig. 1; it is observed that the numerical 
solution closely follows the analytical results. Most importantly, the numerical and 
analytical solutions are in excellent agreement near the soil surface, where the volatiliza- 
tion flux is most affected by the soil moisture and concentration profiles. It is important 
to note that, unlike the analytical solution, the numerical solution can handle time-varia- 
ble"boundary conditions and also deal with both ponding and non-ponding conditions. 

The chemical transport model (Eq. 10) was solved with water and air interstitial 
velocities, evaluated from Eqs. 1 and 8, using a frilly implicit scheme (Fletcher, 1991). 
The resulting discretized algebraic system was a linear with tridiagonal-coefficient 
matrix and solved by the Thomas algorithm (Press et al., 1989). Finally, the grid size for 
both Eqs. 1 and 10 was set to minimize discretization errors and to comply with the 
restriction of, N p e  c = A ZVeff/Def f << 2, for all grid cells, where Npe c is the local grid cell 
Prclet number, thus ensuring that numerical dispersion effects were negligible (Fletcher, 
1991: Piver and Lindstrom, 1991a). 

3. Simulation set up 

In order to illustrate the effect of  rainfall dynamics and evapotranspiration on 
pollutant transport in the vadose zone a test case was synthesized for a hypothetical 
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Fig. 1. Soil-water content profiles for a constant rainfall of 1.65 cm/h. Comparison of the numerical solution 
of Eq. 1 to the analytical solution of Broadbridge and White (1988) for a clay-loam soil. 

reg ion  o f  wea the r  character is t ics ,  that  to some  extent  r e semble  the c l imate  in Southern  

California.  The soil se lec ted  for  this test  case  was  a loam- type  soil wi th  the character is-  

tics g iven in Table  1. The soil hydraul ic  parameters  requi red  in Eqs.  2 - 4  were  es t imated  

f rom the empir ica l  corre la t ions  of  Rawls  and Brakens iek  (1985) with the co r respond ing  

Table 1 
Soil characteristics 

Percent clay 10 
Percent silt 30 
Percent sand 60 
Porosity, E, 0.35 
Organic carbon fraction 0.02 

Table 2 
Hydrological parameters (parameters required in Eqs. 2-4) 

m 

1/~ (m) 

0wr 

K~ (m/s) 

0.3 
0.233 
0.022 
2.08X 10 6 
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Table 3 
Rainfall and meteorological data set 

1 9 5  

Temperature Relative Precipitation Wind speed 
(°C) humidity (cm) (m/s)  

Jan. 19.2 0.58 tJ.37 3.0 
Feb. 20.3 0.62 7.52 3. I 
Mar. 20.4 0.62 5.97 3.1 
Apr. 21.6 0.65 2.97 2.9 
May 22.9 0.67 (t.58 2.8 
Jun. 25.5 0.7 (I.08 2.6 
Jul. 28.8 0.68 II 2.4 
Aug. 28.9 0.68 0.3 2.4 
Sep. 28.3 0.65 (I.53 2.6 
Oct. 25.8 0.65 1/.53 2.6 
Nov. 22.6 0.54 4.7 2.9 
Dec. 2(I.I 0.55 5.(1 3.(1 

p a r a m e t e r s  l is ted in T a b l e  2. A set o f  ra infal l  s equences ,  ove r  a pe r iod  of  a year,  was  

syn the s i zed  by  se lec t ing  the  pa t te rn  o f  m o n t h l y  total  ra infal l  s h o w n  in Tab le  3. This  

ra infal l  pa t te rn  was  se lec ted  to a p p r o x i m a t e l y  m i m i c  the  d i s t r ibu t ion  o f  total  m o n t h l y  

ra infal l  in sou the rn  Cal i fo rn ia ,  U.S .A.  ( R u f f n e r  and  Bair ,  19871. S ingle  rainfal l  even t s  

c-  

~ E  

6e-6  

4e -6  

2e -6  

Oe+O 

P 
g 

,J i , , i  

I 

a) 

| 1  I • .I t J,,f 
t -  
O 

~E 

> 
I l l  

b) 
4 e - 8  

2 e - 8  

0 e + 0  , , , 

0 2 0 0 0  4 0 0 0  6 0 0 0  8 0 0 0  

Time (h) 
Fig. 2. (a) Precipitation rates and (b) evapotranspiration rates data set for the case study. 
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Fig. 3. Water content profiles on January 1 of year 1, initial condition, and successive years. 

were then generated randomly, within each month, while maintaining the total rainfall 
for each month (see Fig. 2a). Monthly potential evapotranspiration (PEV) data, relative 
humidity in the air, average monthly temperatures, and wind speed data were selected 
from a consistent data set for the Los Angeles region as shown in Table 3. This selection 
was made simply in order to have a set of parameters which is reasonably consistent 
with the seasonal rainfall distribution given in Table 3. We note that in the present test 
case, evapotranspiration was allowed to occur only during non-rainy periods. The rate of 
evapotranspiration was determined from the solution of Eq. 1 in which the evapotranspi- 
ration boundary condition as given in Eq. 5 was used. The resulting distribution of 
evapotranspiration fluxes is shown in Fig. 2b. 

The rainfall distribution (Fig. 2b) was first applied to a four-year simulation of 
moisture movement in the soil with a uniform initial moisture distribution (designated as 
year 0 in Fig. 3). This was done in order to arrive at a consistent yearly cycle of 
moisture variations. In order to initialize the simulation, the initial moisture value was 
chosen by setting the gravitational infiltration rate [ qw = K(0w)] equal to the year-aver- 
age rainfall rate. After the fourth year of simulation, the moisture profiles evolved to a 
year-cyclic state where the moisture profile for any specific time during the fourth year 
was equivalent to the moisture profile at the same time in subsequent years. Thus, in the 
chemical transport simulations the moisture profiles in the soil, as a function of depth 
and time, were obtained from the corresponding moisture profiles for the fourth year 
moisture simulation results. Samples of the soil moisture profiles obtained for the fourth 
year are shown in Fig. 4. All of these profiles show, as expected, that during non-rainy 
periods there is a decrease of moisture content near the soil surface due to evapotranspi- 
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ration. These moisture profiles are also irregular in shape due to the variability of the 
rain events and evapotranspiration. 

The resulting moisture profiles and the corresponding water velocities, which were 
obtained throughout the fourth year, were used to evaluate the effective convective 
velocity, Eq. 16, and the dispersion coefficients (i.e. Dvi). Also, the apparent diffusion 
coefficient, Dap (Eq. 14) and the parameter ~ (Eq. 12) were determined, as a function of 
moisture content, given the calculated moisture variation with depth and time. Instead of 
evaluating chemical transport for an arbitrary selection of physicochemical parameters 
the simulations were carried out for three chemicals: benzene, methanol and TCA. These 
chemicals were selected to provide a self-consistent set of physicochemical parameters 
that span a reasonable range of three orders of magnitude for the Henry's law constant. 
Benzene and TCA were selected as examples of volatile hydrophobic organics. Methanol 
was selected to demonstrate the behavior of a volatile water-soluble organic with 
negligible propensity to adsorb onto the soil solids. The pertinent physicochemical 
properties at 20°C for these substances are given in Table 4. 

4.  R e s u l t s  a n d  d i s c u s s i o n  

The simulations were carried out for two different initial contamination scenarios. 
The initial soil matrix concentration condition, at the beginning of the simulation, was 
set either on January 1 st or July 2nd. In all cases, the initial contamination was restricted 
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Table 4 

Physicochemical  properties for benzene, l ,  1,2,2-tetrachloruethane (TCA) and methanol 

Benzene TCA Methanol 

Molecular diffusion in air, I)~ ( m 2 / s P  l),88 X 10 ~ 0.72X 10 ~ 1.6X Ill ~ 

Molecular diffusion in water, D w ( m 2 / s )  b t).9t)X 10 '~ 0.76X Ill ~> 1.4× 10 '~ 

Aqueous solubility ( g / I )  ~ 1.78 2.9 soluble 

Dimensionless  Henry 's  law constant, H,, w 0.18 0 1.92 X ll) :'l 1.9 × Ill ,1~ 

So l i d /wa t e r  partition coefficient, H ~  i 1,5 2.5 I.Sll X 10 

Organic ca rbon /wa te r  partition coefficient, K,,~ 59 ~ 100 h 0.07/~ 

Octanol-water partition coefficient, K,w 132 ~ 245 ~ 0.17 ~" 

~' Using the correlation of Fuller et al. (1966). 
b Using the correlation of Hayduk et al. (1982). 

" Mackay et al. (1992). 

a Data from Leighton and Calo (1981). 

e SRC CHEMFATE database. 
r Howard (1987). 

Mackay et al. (1992). Average value reported by Olson and Davis (1990). 
h Karickhoff ( 1981 ), K,,,, = 0.41 K,,,~. 

i Note: H~,~ = K,,~,~,~. Pbulk; ,fl,c 0.02; /)bulk = 1.27 g / c m  3. 

to the case of residual contamination (i.e. no free-phase of the contaminant present in the 
soil). 

The soil matrix chemical concentration profiles, based on the simulation results 
obtained at t = 0, 500, 2000, 4000 and 8760 h, are depicted in Fig. 5 for the case of  a 
soil initially contaminated down to a depth of ~ 0.5 m. It is apparent that the 
concentration profile for benzene is spread out more so than for TCA and methanol. The 
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Fig. 5. Dimensionless concentration profiles for each chemical  at t : 0, 500, 2000, 4000 and 8760 h: (a) 
benzene; (b) l,l,2,2-trichloroethane; and (c) methanol, t - 0  denotes the beginning of the simulation on 
January I st, 
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Table 5 
Percent chemical mass distribution, at equilibrium, for a soil with 20% soil-air, 15% soil-water and 65~7, 

soil-solids 

Benzene TCA Methanol 

Soil-air (20%) 3.10 (I.22 0.03 
Soil-water (15%) 12.92 8.43 99.20 
Soil-solids (65%) 83.98 91.35 0.77 

above behavior is consistent with the physicochemical properties for these chemicals 
and it can be easily understood by considering the case of chemical equilibrium 
partitioning among the three soil phases. As an example, the partitioning for a soil of 
porosity 0.35 and volumetric soil moisture content of 0.15 given in Table 5. Benzene, 
which partitions to the air phase, to a larger degree than TCA and methanol (see Table 
5), is expected to diffuse mostly through the air phase when the relative water saturation 
is below ~ 0.9 (Grifoll and Cohen, 1994). This latter condition is prevalent during most 
of the simulation period and thus, the rapid diffusion of benzene through the air phase 
leads to a faster spreading of this chemical through the soil. In contrast, the air /water  
partition coefficient of TCA is much lower than that of benzene (see Table 4) while at 
the same time its adsorption coefficient (i.e. H~,~ ) is higher than that of both benzene 
and methanol. TCA partitions mostly to the soil solids (see Table 5) and thus its 
migration is retarded, relative to benzene and methanol, resulting in relatively greater 
persistence of TCA in the soil. During the time period extending from January 1 through 
the third quarter of March (i.e. the rainy period) chemical transport due to water 
convection (due to the infiltration of rainwater) is expected to be a significant chemical 
transport mechanism. Indeed, methanol which has the lowest air /water partition and 
soil /water partition coefficients, is expected to reside mostly in the soil-water phase (see 
Table 5) during the rainy season. Thus, methanol is expected to migrate deeper into the 
soil colunm relative to both benzene and TCA, due to rainwater infiltration, as discussed 
later in this section. 

In order to assess the effect of water infiltration on chemical migration, simulations 
results for the full-rainfall case were compared to simulations for the case of a unifornl 
and depth-invariant moisture content which was set equal to the yearly average moisture 
content. The results obtained for the three chemicals are shown in Fig. 6a-c  in terms of 
the ratio of the chemical fluxes obtained with and without the consideration of the 
effects of water movement. It is evident that there are significant fluctuations of the 
volatilization flux throughout the l-year simulation period. When most of the chemical 
is near the soil surface (i.e. near the beginning of the simulation), rain first promotes 
volatilization due to displacement of the near surface soil-air, which is rich in the 
chemical. As illustrated later in this section, near the surface region, where the 
concentration gradients are steep (and of a negative sign) dispersion of the chemical in 
the soil-water further enhances the volatilization flux. The enhancement of the volatiliza- 
tion flux is less pronounced as time progresses in the simulation since the chemical 
concentration decreases in the near-surface region and the concentration gradient at the 
soil surface gradually vanishes. Immediately, after the cessation of rainfall, the content 
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of water in the surface soil region decreases due to water evapotranspiration and water 
infiltration (mainly by gravity flow). As a consequence of continuity, atmospheric air 
flows into the soil to occupy the void space freed by the soil-water thus retarding the 
rate of chemical volatilization from the soil. When most of the chemical is present 
deeper in the soil the above near-soil surface phenomenon is less important. 

During the relatively non-rainy period (about mid-March to September; see Fig. 2a), 
the volatilization flux for benzene and TCA for most of this period is above the flux 
predicted in the absence of water movement. A detailed examination of the moisture 
profiles revealed that the full simulation analysis (i.e. where evapotranspiration and 
water infiltration are considered) results in moisture content, near the surface region, 
which is significantly lower than the year-average moisture content. Consequently, for 
the present weather scenario, the assumption of a constant and uniform moisture content 
(i.e. no-water movement scenario) leads to an underestimate of the effective chemical 
mass diffusivity (i.e. D , p / ~  near the surface region). In contrast with the above results, 
it is interesting to note that, for methanol, during the same period (about mid-March to 
September; see Fig. 2a), the volatilization flux is in general (i.e. except lbr short 
durations during a few rain periods) below the flux predicted in the absence of water 
movement (Fig. 6c). This behavior is due to the fact that methanol which is soluble in 
water is driven downward into the soil column during rainy periods to a greater extent 
than benzene and TCA. Consequently, methanol volatilizes at a lower rate than would 
be predicled tbr the case of a constant moisture content (i.e. where methanol does not 
penetrate as deep into the soil). The effect of water movement due to both rainwater 
infiltration and evapotranspiration, as depicted in Fig. 6a-c,  can be also quantified in 
terms of the average volatilization flux. For benzene, TCA and methanol the year-aver- 
age volatilization flux, under the influence of rainfall and evapotranspiration, is higher 
by ~ 6.1%, ~ 38% and ~ 41.4%, respectively, relative to the no-water movement case. 

Prior to discussing the relative importance of the various transport mechanisms (i.e. 
diffusion, dispersion and convection), it is instructive to illustrate the concentration and 
water moisture profiles, at a time near the occurrence of specific rainfall events. 
Methanol was selected for this example since methanol is most impacted by water 
movement. As shown in Fig. 7 the three-dimensional plot is shown of the moisturc 
profile during the simulation segment from t = 4 0 0  h to t = 500 h (i.e. January 16 
through January 20) with rain events of intensity of 0.2 mm/h .  0.1 m m / h  and 1 c m / h  
occurring during the periods t = 4 1 3 - 4 2 3  h, t = 4 2 3 - 4 4 3  h and t = 4 4 3 - 4 4 5  h, 
respectively. Upon the initiation of the first rain event the moisture content and methanol 
concentration increase near the surface as seen in Figs. 7 and 8, respectively. Another 
significanl rise in the water content near the surface and deeper in the soil is observed 
upon the initiation of the third rain event. As the rain continues, the chemical 
concentration deeper in the soil rises with a marked increase due to the third rain eveni 
(see Figs. 7 and 8). Clearly, methanol is driven deeper into the soil as the consequence 
of water infiltration. 

The role of the different transport mechanisms in affecting contaminant movement 
through the soil, can be illustrated by inspecting the individual partial fluxes due to 
diffusion, dispersion and convection. The partial fluxes can be defined for each of the 
soil phases as given below 



202 ,I. Gri/oll, Y. Cohen / Journal qI' ( 'ontamimmt ttydrolog.~ 2,¢ (1996) I,'~.5 211 

0.3 

g 02~ 
0.1 

o o 08~<~. / ~ / ~ / ~ " ~ / ' 4 8 °  ~°° 
0 0 ~ . . / ~ . . ~  48° 

*" 0.0 400 

Fig, 7. Soil-water content as impacted by a series of rain events during the period t = 400-500  h. 

diffusive ,flux: 

0 i D~ a(C~m/, ~) 
JDi~ -- 

H.i r i OZ 

dispersive flux: 

o, a( q,n/~ ) 
JDi~p  = - i t L  - D V i  Oz 

(20) 

(21) 

1.2 '  

O 1.0 

Depth (rn) U.U , v v  

oo 

:) 

Q 

Fig. 8. Three-dimensional  plot of the concentration profile for methanol corresponding the time period and 

soil-water content conditions depicted in Fig. 7. 



J. Grifidl, K Cohen/Journal of Contaminant Hydrology 23 (1996~ 185-211 2(13 

a) Diffusion b) Dispersion c) Convection 

o.o ~ j 
! 

J 
o.sl 

A 
g 
e= 
e-~ 1.o i 
0 a 

i 
|.5 l- 

[ 

! 
2.0 "---~ i 

-2 2 

J D i f / J  0 

-2 
I i 

......... waterair ] 

I I 

4 

d) Total 

2 4 -2 0 2 

) 
/ / "  

-2 2 4 

JDisp / J o  J C o n v  / Jo  J / Jo  

B E N Z E N E  at T = 500 h 

Fig. 9. Dimensionless chemical flux profiles for benzene at t = 500 h in the air and water phases due to: (a) 
diffusion; (b) dispersion; (c) convection; and (d) the total flux. Initial contamination on January I sl 

C o n v e c t i ~  e . f l ux :  

0 i C s n  1 
Jc ,  .... - t'i (22) 

The above partial fluxes, non-dimensionalized with respect to the year-average 
volatilization flux are given in Figs. 9 - 1 4  for two different simulation scenarios, 
respectively. In the first scenario the chemicals were initially placed in the soil on 
January I st, just past midnight (i.e. t = 0 as indicated in Fig. 2b and 4). In the second 
scenario the chemicals were placed in the soil on July 2nd at noon, i.e. in the middle of 
the year. 'The first and second scenarios will be referred to hereinafter as January and 
July contamination scenarios, respectively. These two scenarios were selected to demon- 
strate chemical transport during: (a) a time period during the rainy season which follows 
a series of  rain events (January contamination scenario); and (b) a time period during the 
non-rainy period (July contamination scenario). These scenarios were also selected to 
illustrate lhat the time period in which the contaminant is released can significantly 
affect the evolution of  the concentration-time profiles and thus the halt-life of  the 
chemical in the soil. In both scenarios, simulation results for the partial fluxes are shown 
at a time of  500 h after the initial placing of the contaminants. 

The results for the January contamination scenario reveal that transport via diffusion 
is significant only for benzene (Fig. 9). Benzene is present in the soil down to a depth of 
~ 1.54 m with a maximum in the benzene partial diffusion flux, Jai l ,  at z = 0,86 m, 
where the air phase chemical concentration has its steepest gradient. In contrast, for 
TCA (Fig. 10) diffusive transport is apparent only in the top soil layer (down to ~ 0.7 
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m below the surface) while for methanol diffusive transport is negligible (Fig. I I). 
Chemical transport by dispersion is important for all three chemicals. For benzene 
dispersive transport via the air and water phases is of a similar magnitude. Benzene 
movement occurs both downward and upward where the depth of ~ 0.38 m marks the 
transition point (Fig. 9). As expected from the dependence of the dispersive flux on the 
air/water partition coefficient (Eq. 21), TCA and methanol which have much lower 
air/water partition coefficients relative to benzene, demonstrate a much higher disper- 
sive flux (both upward and downward) via the water phase. It is interesting to note that, 
very near the surface, the contribution of dispersion to the volatilization flux of the three 
chemicals is significant. Near the surface, the concentration gradient is steep and of a 
negative sign (i.e. increasing concentration with depth); thus, water movement results in 
a dispersive flux which enhances the chemical volatilization flux. Over most of the 
contamination zone, convective transport via the water phase is primarily downwards: an 
exception is the region in the immediate vicinity of the surface where water movement 
upward (due to evapotranspiration) enhances the volatilization flux. 

The results for the July contamination scenario (i.e. during the relatively non-rainy 
period) reveal a strikingly different pattern (Figs. 12-14). The transport of both benzene 
and TCA is dominated by diffusion through the air phase (Figs. 12 and 13, respectively). 
This is not surprising given that, even with a high soil water content, these chemicals 
with a high air/water partition coefficients chemicals will migrate largely through the 
air phase (Grifoll and Cohen, 1994). For TCA, however, there is a slight contribution of 
both convective and dispersive fluxes by the water phase to the volatilization flux. This 
behavior is expected since the concentration gradients for TCA are much steeper than 
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for benzene for the same time period. Finally, we note that the transport of methanol, 
which has the lowest air/water partition coefficient among the three test chemicals, is 
dominated by dispersion and convection. It is noted, however, that for methanol 
diffusive transport near the surface is also important (Fig. 14). This result and the result 
for the January contamination scenario (Fig. 11) suggest that, for chemicals with a low 
air/water partition coefficient convective and dispersive transport due to water move- 
ment can be significant during both rainy and non-rainy period so long as there is 
moisture movement in the soil. It should be noted that, with the exception of dry soil 
conditions, non-uniform soil moisture profiles which would lead to convective and 
dispersive transport should be expected under most field conditions. 
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Another instructive illustration of the impact of the time of initial contamination on 
the percent of the chemical remaining in the soil is depicted in Figs. 15-17. In all cases, 
the rate of disappearance of the contaminant from the soil is much faster when the initial 
contamination is in July rather than in January. As, reasoned previously, during the rainy 
season, convection and dispersion lead to a greater spreading of the chemical. As a 
result, lower local concentrations and concentration gradients result in a lower volatiliza- 
tion flux from the soil via the three different transport mechanisms. As seen from a 
comparison of Figs. 15 and 16, the rate of disappearance of TCA (Fig. 16), for both 
contamination scenarios, is lower than for benzene. This behavior is consistent with the 
lower air /water partitioning and greater adsorption coefficient of TCA. Finally, most 
striking is the comparison of the January and July scenarios for methanol (Fig. 17). 
Methanol is most impacted by water movement in the soil and thus, for the January 
contamination scenario, there is a rapid decline in the rate of volatilization relative to the 
July scenario. Clearly, methanol which contaminates the soil during the rainy season 
will persist to a significantly greater extent than methanol which contaminates the soil 
during the non-rainy season. 

While the above results and corresponding discussion pertains to conditions for which 
degradation is negligible, over the time scale of the simulation, it is worth commenting 
on the impact of degradation. For example, simulations in which a relatively high 
chemical degradation half-life of 5 days was used revealed that the difference between 
the percent of the chemical which volatilized for the complete water movement 
simulation relative to the no-water movement simulations was small (less than a few 
percent). When degradation is sufficiently rapid water movement has a diminishing 
impact on the chemical volatilization rate. From the present test cases (including 
simulations with chemical degradation) it can be concluded that the importance of water 
movement will increase as the air-water partition coefficient decreases and as the 
chemical propensity to degrade in the soil diminishes. 

Finally, although the current simulations were with an initial contamination zone 
extending from the surface downward, it is worth noting that the present analysis can be 
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easily extended to accommodate other scenarios. One would expect that the volatiliza- 
tion flux will be lower when the initial chemical contamination zone is deeper into the 
soil. However, as the chemical is placed deeper into the soil, the impact of water 
movement on volatilization will be less noticeable. 

5. Conclusions 

Contaminant transport in the unsaturated soil zone, under the influence of the 
dynamics of rainfall and evapotranspiration was investigated using a deterministic 
numerical model. In order to illustrate the effect of water movement in the soil on the 
operating chemical transport mechanisms test cases for a loam-type soil and a synthe- 
sized data set of weather characteristics were used. Chemical transport simulations were 
carried out for of benzene, 1,1,2,2-trichloroethane and methanol. The model simulations 
revealed that, at different times during the year long simulation, convection, dispersion 
and diffusion transport mechanisms contributed to different levels to the flux of the 
contaminant upward and downward the soil column. The present study suggests that an 
accurate description of contaminant transport, for periods during which there is a 
significant variation in rainfall and evapotranspiration, requires careful consideration of 
all the chemical transport mechanisms and the temporal variations in moisture profiles. 
Moreover, it was shown that the average volatilization flux, calculated based on 
year-average conditions, can deviate significantly (from ~ 6% to ~ 40% for the present 
test cases) from the average flux obtained when the dynamics of water movement in the 
soil is considered. This deviation is expected to be most important for chemicals with a 
low Henry's law constant and with a low propensity to degrade in the soil environment. 
Finally, it is stressed that the above findings are based on a specific soil transport model. 
Current work is ongoing to map out the effect of climatic variability on solute 
volatilization, for a variety of soil conditions, in which the simplifications used in the 
present analysis are relaxed (e.g., isothermal conditions, local-equilibrium and absence 
of immobile water phase). 
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