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SUMMARY

A sequential testing procedure for monitoring epidemiological data is considered. The approach is based on
a discrete time process of interim analyses using the likelihood ratio as a test statistic. Sampling continues
until either some predetermined practical time limit is reached or a decision can be made about the hazard
rates characterizing the populations to be compared. The stopping boundaries of the sequential testing
procedure are determined so as to control type I error at a given level during the whole study. Thus, the
critical threshold is derived from the exact distribution of the maximum value of the test statistic which is
observed across all the monitoring times. To this end, the appropriate quantiles in the probability
distributions of interest are obtained empirically by Monte Carlo simulation, assuming both the null
hypothesis and given experimental conditions. The method is illustrated by an example concerning the
incidence of leukaemia in young people living in the vicinity of the French La Hague nuclear reprocessing
plant. On the whole the previous analyses do not provide evidence for a spatial±temporal clustering of
leukaemia, at least within the space±time window which was examined around the nuclear reprocessing
plant (35 km radius, time period 1978±1992). Copyright # 1999 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The assessment of the impact of sources of pollution on the health status of communities is of
considerable importance. In recent years, there has been growing interest in the development of
statistical methods which are appropriate for the assessment of possible environmental pollution
sources. A large body of literature has therefore developed concerning the analysis of disease
incidence to detect the presence of clusters of disease around putative sources of hazard (Hills
and Alexander 1989; Lawson and Waller 1996; Tango 1984; Viel et al. 1995; Waller et al. 1994;
Whittemore et al. 1987).

Regarding the use of hypothesis tests for the assessment of putative sources (Bithell 1990;
Cook-Mozzafari et al. 1989; Hills and Alexander 1989; Lawson 1993), the original test speci®c-
ally designed for count data was proposed by Stone (1988). Nevertheless, in addition to its
limitations, which have been discussed by Lawson and Waller (1996), it must be emphasized that
Stone's test allows for a point-of-time assessment of the hazard only. In other words, this
means that, unlike other authors (Chen et al. 1984; Ederer et al. 1966; Knox 1964; Lawson and
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Viel 1995; Mantel 1967), who focused the interest on space±time clustering, Stone's test is not
appropriate to the detection of space±time interactions.

One enhancement to all the procedures designed to account for the space±time cluster
structure would be to consider time intervals and to include jointly the recorded times of the
cases, as suggested by Lawson and Viel (1995). This could lead both to greater sensitivity and the
possibility of a stepwise assessment of the putative source while monitoring the data by following
a prospective design. Furthermore, the use of a prospective design may avoid going through a
posteriori inference problems relevant to prior knowledge of an apparent e�ect or reported
disease incidence near a putative source. In particular, both hypothesis tests and study region
de®nition can be biased by making a posteriori inference (Gardner 1989; Hills and Alexander
1989; Lawson and Waller 1996).

However, as a general statement applicable to prospective designs, inferences about the
parameters of interest or the power of the tests of comparison obviously tend to improve as the
available information which is accumulated over time increases. On the other hand, considering
the possible implications for public health intervention, prevention policy or ethical aspects, it is
desirable that a change from normal patterns be detected as soon as possible. In this regard,
sequential monitoring o�ers a compromise between the two previous antagonistic time con-
straints in the sense that sequential analysis of the data is to be continued until either a decision
can be made about the null hypothesis or some predetermined practical time limit for the study is
reached. Thus, reviewing the situation in a sequential way has become a topic of major interest in
risk assessment methodology since interim analyses enable investigators to make more e�cient
use of limited research resources.

Sequential analysis of survival data has therefore received considerable attention in the
literature (Wetherill 1986) and, more particularly, in a medical context (Lan and DeMets 1983;
Whitehead 1992). Several methods to derive exact stopping boundaries for group sequential
clinical trials were developed recently (Mehta et al. 1994; Lin et al. 1991; Pawitan and Hallstrom
1990). These methods are based on the exact joint permutation distribution of rank statistics
observed across all the monitoring times. Lan and Zucker (1993) present a uni®ed conceptual
framework for sequential monitoring covering a wide variety of clinical settings. Reviews of some
currently used sequential methods are given by Fleming and DeMets (1993) and Lee (1994).

Nevertheless, the credibility of environmental health investigations can be compromised if
inappropriate procedures are used. In particular, interim monitoring of the data may generate a
high number of censored values and/or tied failure times which is known to be a source of
computational di�culty in the ®eld of survival data analysis (Kalb¯eisch and Prentice 1980). But
the main problem when testing the null hypothesis in a sequential way is to adjust the critical
threshold so as to maintain type I error rate under a prespeci®ed level of signi®cance during the
entire study. Another concern arises when the phenomenon under study is relatively rare, since
this may lead to less reliable model ®tting and also invalid asymptotic distribution of standard
test statistics.

The purpose of this paper is to outline a sequential process to compare disease incidence rates
in several groups of individuals which is appropriate to deal with sparse count data and/or the
previous undesirable consequences of interim monitoring. The method is based on a discrete time
expression of the hazard while examining the study subjects individually. The critical threshold
and the stopping rule are derived directly from the probability distribution of the likelihood ratio,
which is used as a test statistic, assuming the null hypothesis is true. This appears to be a
preferable approach rather than using the unnecessarily conservative Bonferonni's inequality

Copyright # 1999 John Wiley & Sons, Ltd. Environmetrics, 10, 439±455 (1999)

440 A. MAUL AND J.-F. VIEL



(Miller 1981) to adjust the critical region for the multiple comparison problem since, in the
present context, the consecutive comparisons are highly dependent.

Thus, our prior objective will consist of assessing the e�ects of: the sample size, the level of type
I error, the predetermined practical time limit, and the hazard rates on the critical threshold of
the test. The appropriate threshold, which is determined empirically byMonte Carlo simulations,
will help us to state the decision rule in future comparative studies so as to maintain type I error
rate to some prespeci®ed level of signi®cance during the whole experiment.

The procedures of this work are illustrated by a numerical example involving childhood
leukaemia incidence around the La Hague nuclear waste reprocessing plant. Interim monitoring
of the data is performed to: (i) compare the incidence rates observed with other reference incid-
ence rates in France; and (ii) detect a possible spatial pattern regarding the risk of leukaemia in
the vicinity of the putative source. Such analyses may be useful for determining problematic areas
deserving further investigations and/or remedial actions which then could be undertaken sooner.

2. STATISTICAL METHODS

2.1. Model

Although the scope and the numerical example of this paper will be focused on the comparison
of two groups of individuals only, the results presented in this work can be easily generalized to
any number of groups by following the approach which is outlined hereafter.

Thus, let us consider g groups of individuals and let pij�t� be the hazard rate corresponding to
the jth individual �j � 1; . . . ; ni� of the ith group �i � 1; . . . ; g� at time t. The hazard is given as a
discrete expression of the time, i.e. the hazard function is supported on the integers �t � 1; 2; . . .�.
Clearly, pij�t� is the probability for individual j in group i to fail (e.g. onset of clinical diagnosed
leukaemia) at time t provided that the individual was still at risk at time tÿ 1. The random
variable associated with the duration corresponding to this individual is denoted Yij . If Yij is
censored on one side (e.g. the right) the observed survival time will be denoted ycij. This means
that the survival (i.e. event-free) time of the individual was at least ycij. Both right or left single
censoring may be considered hereafter.

The further development emphasizes the special case which arises when the hazard rate
characterizing the individuals is time-®xed. In other words, we assume that the survival times are
exponentially distributed, i.e. the hazard is a constant for all the individuals belonging to the
same group, that is pij�t� � pi �t � 1; 2; . . .; j � 1; . . . ; ni�.

We have

Pr�Yij � yij� � �1 ÿ pi�yijÿ1pi
Pr�Yij � ycij� � �1 ÿ pi�y

c
ij

(
�i � 1; . . . ; g; j � 1; . . . ; ni; yij or y

c
ij � 1; 2; . . .� �1�

2.2. Test statistic

The observed survival times which are available for group i �i � 1; . . . ; g� at stage t �t � 1; 2; . . .�
in the sequential procedure are:

y
t

i
� �yi1; . . . ; yi;niÿkti ; y

t
i;niÿkti�1; . . . ; yti;ni �
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where the last kti individuals are still at risk at time t. Note that t is then taken as the censoring
value.

The likelihood function of the sample yt � �yt
1
; . . . ; yt

g
� at stage t is given by

L�ytjp� �
Yg
i�1

Yniÿkti
j�1
��1 ÿ pi�yijÿ1pi�

Yni
j�niÿkti�1

�1 ÿ pi�y
t
ij

8<:
9=; �2�

The test statistic calculated at stage t of the sequential process is expressed in terms of the ln
likelihood ratio. In particular, when comparing the incidence rates of g populations with a
reference value, i.e. H0 : p1 � � � � � pg � p0, the test statistic can be written as

ÿ2 ln Lt�ytjp0� � 2
Xg
i�1

ln
1 ÿ p̂ti
1 ÿ p0

� �Xni
j�1

y*ij � d
t
i ln

p̂ti�1 ÿ p0�
p0�1 ÿ p̂ti�
� �( )

�3a�

where the number of events observed in group i at stage t of the process, ni ÿ kti , is denoted dti ,
whereas y*ij is for y

t
ij or yij according to whether Yij has been censored at ytij or not, respectively.

Equation (3a) is based on substitution of the maximum-likelihood estimate of pi which is
calculated at stage t, namely:

p̂ti � d
t
i=
Xni
j�1

y*ij:

It is interesting to point out that if the estimates of the pi s are small then equation (3a) simpli®es
to one of the two following equivalent forms

ÿ2 ln Lt�ytjp0� � 2
Xg
i�1

d
t
i ÿ1 �

p0
p̂ti
� ln

p̂ti
p0

� �� �
�3b�

or

ÿ2 ln Lt�ytjp0� � 2
Xg
i�1

p0
Xni
j�1

y*ij ÿ d
t
i ÿ d

t
i ln

p0
Pni

j�1 y*ij
dti

( )
�3c�

Note that if dti � 0 (i.e. p̂ti � 0) then the contribution of group i to ÿ2 ln Lt�ytjp0� is

2p0
Xni
j�1

y*ij:

Similarly, if we want to test the equality of the di�erent hazard rates in the g groups examined, the
corresponding equations are obtained straightforwardly by just substituting p̂t, that is the MLE
of the common hazard rate, for p0 in equations (3a±c).
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2.3. Sequential stopping rule and decision criteria

We address situations in which the data are monitored at interim time points that are regularly
spaced. At each look, t is increased by one up to some predetermined practical time limit tmax .
The choice of tmax , which must be made a priori, requires a speci®c answer. For example, a unique
exposure episode, potentially inducing a pathology with a short latency period, usually warrants
a short length of surveillance. The opposite applies for repeated exposures and cancer. Besides,
political or ®nancial limitations can preclude the setting of a permanent surveillance system
(e.g. cancer registry), and allow only a temporary survey. The stopping boundaries, when
performing the sequential procedure, are derived from the exact distribution of the maximum
value of the ln likelihood ratio statistic, ÿ2 ln Lmax , which is observed across all the monitoring
times, given ni �i � 1; . . . ; g�, a, tmax and the level of the common hazard rate as stated in H0 .

Hence.

ÿ2 ln Lmax � maxfÿ2 ln Ltjt 2 �1; . . . ; tmax�g

The critical threshold will be denoted by s�n1; . . . ; ng; a; tmax;H0� since it depends on the sample
size, the level of type I error, the practical time limit and the null hypothesis. Its value is
determined so as to ful®l the following constraint

a � Pr�ÿ2 ln Lmax 4 s�n1; . . . ; ng; a; tmax;H0�jH0� �4�

Therefore, a may be considered the probability of observing falsely a signi®cant outcome before
the practical time limit has been reached and provided H0 is true. Practically, the value of the
critical threshold as obtained from equation (4) allows to control type I error rate under a.

The decision rule at stage t �t � 1; 2; . . . ; tmax� is as follows:
. if ÿ2 ln Lt 4 s�n1; . . . ; ng; a; tmax;H0� and t5 tmax, then continue;
. if ÿ2 ln Lt 4 s�n1; . . . ; ng; a; tmax;H0� and t4 tmax, stop and reject H0 , i.e. declare the

hazard rates are di�erent either from each other or the reference value, according to the
statement made in the null hypothesis;

. if ÿ2 ln Lt 4 s�n1; . . . ; ng; a; tmax;H0� and t � tmax, then the sequential test is declared
inconclusive.

Note that the probability of observing a signi®cant result under H0 at any stage t, such as
t4 tmax, is in fact lower than a. The value of a therefore provides an over-estimate of the actual
type I error rate in case a decision is made and the sequential process is stopped before tmax . In
practical terms, this is an error in the right direction since our approach leads to more
conservative tests.

2.3.1. Comparison of two populations

A special case arises when comparing two populations only. In this case sequential sampling
allows a decision to be made about the hazard rates on the basis of the cumulative numbers of
events which are observed within the groups to be compared at each interim analysis of the
monitoring process. This approach may be useful, for example, to demonstrate the apparent
existence of a distinct space±time clustering in the disease incidence.
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In the following, we assume again that the number of `person-years' corresponding to group i
�i � 1; 2� is equal to nit

i:e:
Xni
j�1

y*ij � nit

 !
:

Then, if the number of events observed in group i at any stage of the process is di , the test statistic
can be formed as

ÿ2 ln L � 2 d1 ln
d1
n1
� d2 ln

d2
n2
ÿ �d1 � d2�ln

d1 � d2
n1 � n2

� �� �
�5a�

or

ÿ2 ln L � 2 ln d
d1
1 d

d2
2 r

d2
1 � 1=r

d1 � d2

� �d1�d2
" #

�5b�

Note that ÿ2 ln L depends on d1 , d2 and the sample ratio, r � n1=n2 only, as it appears in
equation (5b). De®ne

A � f�d1; d2� 2 N � Nj ÿ 2 ln L4 s�n1; n2; a; tmax;H0�g �6�

where the critical threshold s�n1; n2; a; tmax;H0� is determined so as to satisfy the following
equation

1 ÿ a � Pr�ÿ2 ln Lmax 4 s�n1; n2; a; tmax;H0�jH0�

(see equation (4)).
This allows to control type I error at level a during the whole procedure as mentioned before.

Accordingly, the joint probability that �D1;D2� belong to A or �A, given H0 is true, is given as

Pr��D1;D2� 2 AjH0� � 1 ÿ a �7a�

and

Pr��D1;D2� 2 �AjH0� � a �7b�

respectively. Hence, the decision criteria in terms of �d1; d2� can be stated as follows: if the
combination �d1; d2�, which is observed at any step of the sequential process, belongs to �A then
H0 is rejected, otherwise it is not.

2.3.2. Choosing between two opposed hypotheses

Another worthwhile problem arises if we are interested in choosing between two opposing
hypotheses about the hazard rate characterizing a single population, namely:

H1 : p4p1
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and

H2 : p5p2

(it is assumed that p1 5 p2�.
When choosing between the previous opposing hypotheses about the hazard rate, it is

convenient to make a decision directly on the basis of the cumulative numbers of events which are
observed at each interim analysis of the sequential process. The decision regarding compliance
with one of these two hypotheses implies a certain risk of reaching an erroneous conclusion. The
process has to be continued until the path of the total number of events (dt) observed at stage t
falls outside an uncertainty region. This region is delimited by the curves obtained from formula
(8) where the following notation has been used for convenience: s�n; ai; tmax;Hi� � si (i � 1,2)
(see Appendix).

d
t 5

�p2 ÿ p1�
Xn
j�1

y*j

ln�p2=p1�
ÿ s2=2

ln�p2=p1�
�8a�

d
t 4

�p2 ÿ p1�
Xn
j�1

y*j

ln�p2=p1�
� s1=2

ln�p2=p1�
�8b�

Clearly, in the situation corresponding to equation (8a), we conclude that the hazard rate is at
most as large as p1 , and the risk of accepting H1 , when actually H2 is true, is less than a2 .
Similarly, if equation (8b) is satis®ed, we conclude that the actual hazard rate is at least as large as
p2 ; however, the risk of acceptingH2 , when in factH1 is true, is less than a1 . Finally, the situation
of a cumulative number of events remaining between the previous curves during the whole
experiment leads to an inconclusive test, i.e. the true hazard rate probably lies somewhere
between p1 and p2 . Furthermore, if the number of `person-years' is equal to the product nt, which
is valid in the case of a stable population and/or, as an approximation, in the case of low event
rates, then equations (8a, b) can be written as

d
t 5
�l2 ÿ l1�t
ln�l2=l1�

ÿ s2=2

ln�l2=l1�
�9a�

d
t 4
�l2 ÿ l1�t
ln�l2=l1�

� s1=2

ln�l2=l1�
�9b�

In fact, using equations (9a, b) instead of equations (8a, b) amounts to considering a Poisson
model with a constant parameter (i.e. li � pin; i � 1; 2� for describing the disease incidence in
the population examined.

2.4. Determining the critical threshold by Monte Carlo simulation

The critical threshold s�n1; . . . ; ng; a; tmax;H0� corresponding to any test is determined by Monte
Carlo simulation as a function of ni �i � 1; . . . ; g�, a, tmax and the hazard rate as stated in H0 .

Copyright # 1999 John Wiley & Sons, Ltd. Environmetrics, 10, 439±455 (1999)

SEQUENTIAL TESTING PROCEDURE 445



Each point estimation in the graphs of this paper results from 10,000 distinct simulation runs.
Moreover, the survival of the individuals at risk within each simulated test is examined at each
step of the sequential procedure by following a Bernoulli random process. Thus, the parameter of
the Bernoulli distribution for group i is equal to the hazard or incidence rate characterizing this
group.

Furthermore, setting the critical threshold at a level which is appropriate to ensure a type I
error rate equal to a, amounts to determining the quantile at level 1ÿ a in the distribution of
ÿ2 ln Lmax . This can be done by simulation for any combination of the parameters governing the
experimental design, assuming the null hypothesis is true. Nevertheless, the scope of this paper is
focused on the comparison of two populations only. Figure 1 gives, for example, the mean and
the quantiles at level 0.90, 0.95 and 0.99 in the distribution of ÿ2 ln Lmax as a function of the
common hazard rate as stated inH0 , assuming tmax has been set at two di�erent levels and there is
a total of 100 individuals equally split into the two groups to be compared. It is interesting to note
that any given quantile may be considered a constant as p becomes large enough. Moreover, it
can be shown from other simulations assuming varying values of the total sample size, n, that the
distribution of ÿ2 ln Lmax depends mainly on tmax and H0 . This means that under H0 and for a
given value of tmax , the distribution of ÿ2 ln Lmax and consequently the quantiles may be
considered approximately independent of n, provided np is large enough (say np5 1�. As to the
incidence of the practical time limit of the testing procedure on the quantiles, the curves in
Figure 1 indicate that the higher the value of tmax , the higher the quantiles.

Figure 2 displays the variation of the critical threshold in a three-dimensional plot. In
particular, the surface in Figure 2 shows the variation of the quantile at level 0.95 in the empirical
distribution ofÿ2 ln Lmax underH0 as a function of tmax and p. The visual information on the 3-D
scatterplot shown in Figure 2 has been enhanced by using a multivariate smoothing procedure,

Figure 1. Quantiles in the distribution of ÿ2 ln Lmax under H0 �p1 � p2 � p� as a function of the common hazard rate,
assuming n � 100, r � 10,000 and two di�erent levels for the practical time limit: tmax � 20 (solid curve) and tmax � 200
(dotted curve). Each point estimation in the di�erent curves was obtained from r � 10,000 distinct Monte Carlo

simulation runs

Copyright # 1999 John Wiley & Sons, Ltd. Environmetrics, 10, 439±455 (1999)

446 A. MAUL AND J.-F. VIEL



namely locally weighted regression (Cleveland and Devlin 1988). The surface shown in Figure 2 is
relatively ¯at provided that tmax and p are not too close to zero. This property concerning the
general shape of the surface corresponding to any other quantile enables one to choose the value
of the critical threshold in order to maintain type I error under any prespeci®ed level.

Following another approach, namely when comparing the hazard rate with a reference value,
the variation of the quantiles in the distribution of ÿ2 ln Lmax under H0 as a function of the
reference value for the hazard rate is shown in Figure 3. From this ®gure, it appears that the
di�erent quantiles may be considered a linear function of p, at least if p is not too close to zero.
Moreover, it is worthwhile to point out that, if the values of tmax and a are ®xed and provided p
remains small enough, the quantiles depend in fact on the product np, whatever the values of n
and p as taken individually.

In order to sum up the results shown in the previous ®gures, and regarding practical purposes,
it must be emphasized that, if the product np is large enough (say np is larger than 1 or 2) then (i)
the critical threshold, s�a; tmax�, depends on a and tmax only when performing a comparison test of
the hazard rates in several populations, whereas (ii) its value, s�a; tmax; p�, is approximately an
increasing linear function of p when a hazard rate is to be compared with a reference value.

Thus, in consideration of all these remarks it is always possible to set the value of the critical
threshold so as to control type I error under a given level during the whole study. This is actually
one of the major points of the procedure presented in the present work.

3. EXAMPLE

The di�erent aspects of the method are illustrated by an example which is concerned with the
incidence of childhood leukaemia around the La Hague nuclear waste reprocessing plant, for the

Figure 2. Estimated quantiles at level 0.95 in the distribution of ÿ2 ln Lmax under H0 �p � p1 � p2� as a function of the
common hazard rate and tmax ; n � 100 and r � 10,000
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period from 1 January 1978 to 31December 1992 among people aged under 25 years (Lawson and
Viel 1995; Viel and Richardson 1990; Viel et al. 1993, 1995). La Hague is located in Normandy on
the Channel coast in France (see Figure 4). The study area is composed of 10 electoral wards.
These wards have been divided into three distinct subregions according to their distance from the
plant, namely 10 km, 20 km and 35 km around the plant, as can be seen in Figure 4. The data are
presented in Table I which shows the person-years, the observed numbers of leukaemia cases and
the estimated incidence rates corresponding to each subregion. For instance, the total person-
years were estimated at 891,688, leading to a crude incidence rate equal to 2.80 per 100,000,
whereas the incidence rate was estimated at 7.79 in the area closest to the plant.

The 25 cases of leukaemia diagnosed during the study period are examined prospectively in a
sequential way within a 20 years' time window. The recording of spatial incidence of leukaemia
cases with time of occurrence as an ordering label will be used to investigate some aspects of

Figure 3. Quantiles in the distribution of ÿ2 ln Lmax underH0 �p � p0� as a function of the reference value for the hazard
rate with ®tted least squares regression line (dotted curves); n � 10,000, tmax � 20 and r � 10,000

Table I. Observed numbers of leukaemia cases and incidence rates around La Hague nuclear reprocessing
plant according to distance from plant (adapted from Viel et al. 1995)

Distance from plant
(km)

Person-years Observed cases Estimated incidence
rate per 100,000

510 51,332 4 7.79
10±20 493,390 11 2.23
20±35 346,971 10 2.88

Total 891,688 25 2.80
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childhood leukaemia incidence. The space±time interaction will be analysed at regularly spaced
times, i.e. every year, in order to (i) perform comparison tests with reference rates or regarding
the choice between two opposing hypotheses, and (ii) identify the possible existence of a distinct
cluster of childhood leukaemia.

As a ®rst test, we want to compare the incidence rate which is observed in the closest subregion
to the plant with a reference value, i.e. 2.89 per 100,000. This ®gure may be considered a rough
estimate of the mean incidence rate of childhood leukaemia in France (Viel et al. 1995). Figure 5
shows the path of the ln likelihood ratio calculated at each interim analysis. The value of ÿ2 ln L
observed by the end of each of the 15 years of the study did not fall beyond the horizontal lines
indicating the critical threshold at the 5% and 1% error level. The values corresponding to these
error levels: 4.49 and 7.73, respectively, were obtained by Monte Carlo simulation, assuming
n � 3422 (average number of exposed people, i.e. 51,332/15), tmax � 20 and p0 � 2.89� 10ÿ5.
Notwithstanding that the study has in fact been planned to be continued for 20 years, at least in
our example since the critical threshold was calculated accordingly, we may state that there is no
real evidence for the incidence rate in subregion 1 to exceed the reference value after a 15-year
period of observation.

The sequential method for choosing between two opposing hypotheses about the incidence
rate is illustrated in Figure 6 using the whole data set, that is the data available for the three
subregions around the plant during the 15-year period of time considered. Suppose we want to
decide on the following two opposing hypotheses

H1 : p4 2�89 � 10
ÿ5

Figure 4. Subregions included in the study area according to their distance from the plant
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and

H2 : p5 5�78 � 10
ÿ5

Each of these hypotheses is subject to two types of sampling error, namely: a1 (a2) is the
probability of acceptingH2 (H1) when actuallyH1 (H2) is true. When both a1 and a2 are ®xed, it is
possible to draw two parallel lines obtained from formula (8a, b). These lines are given in Figure 6
for di�erent levels of a1 and a2 . The process of interim monitoring is continued until either the
cumulative number of events falls outside the uncertainty region delimited by two associated
curves or until the predesignated practical time limit has been reached. If the cumulative number
of events remains in the uncertainty zone by the time the practical limit for the study has been
reached then the true incidence rate is probably somewhere between p1 and p2 . In the present
case, H1 could be accepted from the 14th or the 15th observation year onwards at the 5% or 1%
error level, respectively.

Regarding the possible existence of a pattern of spatial heterogeneity in the incidence of
childhood leukaemia, it may be useful to compare the di�erent subregions two by two in terms of
their corresponding numbers of leukaemia cases. The process outlined in Section 2.3.1 is
illustrated in Figure 7 which gives, for example, the decision zones and the path of the numbers of
leukaemia cases observed during the successive time intervals in subregions 2 and 3. The process
can be performed in the same way by taking any two subregions among the three considered.
Since none of the paths thus obtained fell outside the uncertainty zone at the 5% error level, there
is no evidence for any structured heterogeneity pattern in childhood leukaemia incidence, at least
within the space±time window examined.

Figure 5. Sequential sampling for comparing the incidence rate with a reference value using the La Hague data for
subregion 1 (510 km), assuming n � 3422, tmax � 20 and the reference value p0 � 2.89� 10ÿ5
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4. CONCLUDING REMARKS

The sequential procedure suggested in this paper provides a particularly convenient way for
comparing disease incidence rates in a wide class of biomedical and environmental health
investigations. The method allows for investigating the incidence of space±time disease clustering
around a putative environmental pollution source by following a stepwise assessment of the
hazard.

It accommodates the possibility of handling data sets comprising sparse count data and/or
high rates of censored failure times. The critical threshold of the test is determined so as to control
Type I error at a prespeci®ed level during the entire sequential testing procedure. This can be
done empirically by Monte Carlo simulation as a function of the sample size, the level of type I
error, the practical time limit and the hazard rates.

As to the numerical example dealing with leukaemia incidence, the statistical analyses used in
this paper do not provide evidence for an excess of childhood leukaemia around La Hague
nuclear reprocessing plant, at least within the space±time window (i.e. distance from plant lower
than 35 km; period 1978±1992) of this study. This result seems to contradict the conclusion stated
by Viel et al. (1995) who demonstrated the apparent existence of a distinct cluster of childhood

Figure 6. Sequential sampling for deciding between two hypotheses (i.e. H1 : p4p1 vs H2 : p5p2 with p1 � 2�89 � 10ÿ5
and p2 � 5�78 � 10ÿ5� using the La Hague data
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leukaemia in the immediate vicinity of the plant. However, it should be pointed out that the
statement of the latter study is the result of a unique point-of-time assessment of the hazard after
a 15 year period of time and not of a prospective and continual observation of an incidence time
series. As a matter of fact, if we compare the SIRs of the area 0±10 km and 10±20 km by testing
the equality of two Poisson distributions, then we ®nd a p-value of 0.05. Hence, the method
suggested in this paper is likely to be somewhat more conservative in terms of testing hypotheses,

Figure 7. Decision zones and path of the observed numbers of leukaemia cases in subregions 2 (10±20 km) and 3
(20±35 km) around La Hague nuclear reprocessing plant (adapted from Viel et al. 1995). The average numbers of

exposed people in the subregions examined were estimated by n1 � 23,131 and n2 � 32,750, respectively
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since it is carried out within the framework of a stepwise assessment which takes into account the
space±time interaction. In this respect, the results of the sequential procedure are in line with the
absence of directional space±time interaction reported by Lawson and Viel (1995) following
another method.

APPENDIX

The following notations are used for convenience:

s�n; ai; tmax;Hi� � si �i � 1; 2�

2 p
Xn
j�1

y*j ÿ d
t ÿ d

t
ln

p
Xn
j�1

y*j

dt

8>><>>:
9>>=>>; � ÿ2 ln Lt�ytjp�

(see equation (3c)).
Consider the following systems which are expressed in terms of the likelihood ratio statistic

with respect to s1 and s2 . In particular, the systems identi®ed as (I) and (II) lead to accepting
hypothesis H1 �p4p1� and H2 �p5p2�, respectively.

�I�
ÿ2 ln Lt�ytjp2�4 s2

ÿ2 ln Lt�ytjp1�4 s1

(
�II�

ÿ2 ln Lt�ytjp1�4 s1

ÿ2 ln Lt�ytjp2�4 s2

(

In order to obtain explicit expressions to be used for making a decision, the previous systems are
replaced by the following more stringent conditions

�I�
ÿ2 ln Lt�ytjp2�4 s2

ÿ2 ln Lt�ytjp1� � 0

(
�II�

ÿ2 ln Lt�ytjp1�4 s1

ÿ2 ln Lt�ytjp2� � 0

(

Then, it is easy to show that the latter systems lead to the following equations, regarding the
cumulative number of events observed at stage t.

�I� dt 5
�p2 ÿ p1�

Xn
j�1

y*j

ln�p2=p1�
ÿ s2=2

ln�p2=p1�
and �II� dt 4

�p2 ÿ p1�
Xn
j�1

y*j

ln�p2=p1�
� s1=2

ln�p2=p1�

Conversely, if one of these equations is true, then the ®rst equation in the corresponding system,
that is (I) or (II), respectively, is automatically satis®ed.
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