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MAIL SURVEY RESPONSE RATE 
A META-ANALYSIS OF SELECTED 
TECHNIQUES FOR INDUCING RESPONSE 

RICHARD J. FOX 
MELVIN R. CRASK AND 
JONGHOON KIM 

Abstract This article reports the results of a meta-analysis of 
experimental studies which have examined ten different factors 
felt to influence response rates to mail surveys. The form of meta- 
analysis used clearly defines the individual impact of each of 
the factors examined. Results indicate that prenotification and 
follow-ups increase the response rate, as does the type of outgo- 
ing postage used. Furthermore, studies sponsored by a university 
receive greater returns. Increases in the size of the monetary 
incentive used appear to have decreasing marginal gains. Finally, 
some evidence exists to suggest that the color of the question- 
naire influences response rate. 

The extensive use of mail surveys coupled with the low response rates 
typically encountered has made the issue of mail survey response rate 
improvement an intriguing topic. High response rates have the obvi- 
ous benefits of increased sample size, reduced costs associated with 
follow-up contacts, and reduced concern over nonresponse bias. 
Many experiments have been conducted to measure the effectiveness of 
one or more of the factors expected to influence response rates. 

The purpose of this paper is to apply a form of meta-analysis to 
reported experimental findings to isolate and estimate the individual 
impact of several typical response rate enhancement techniques. The 
meta-analysis technique used avoids the problems associated with past 
similar efforts but is more restrictive in the factors which can be exam- 
ined. 

RICHARD J. FOX and MELVIN R. CRASK are Associate Professors of Marketing at 
the University of Georgia. JONGHOON KIM iS a Ph.D. candidate in the Market- 
ing Department of the University of Georgia. 

Public Opinion Quarterly Volume 52:467-491 ? 1988 by the American Association for Public Opinion Research 

Published by The University of Chicago Press / 0033-362X/88/0052-04/$2.50 

This content downloaded from 195.221.106.57 on Fri, 5 Sep 2014 05:09:39 AM
All use subject to JSTOR Terms and Conditions

http://www.jstor.org/page/info/about/policies/terms.jsp


468 Richard J. Fox, Melvin R. Crask, and Jonghoon Kim 

Background 

Empirical studies concerned with increasing response rates to mail 
surveys abound, but most such studies examine the impact of only one 
or two response rate factors. Several excellent qualitative literature 
reviews of these studies have appeared (see Kanuk and Berenson, 
1975; Linsky, 1975). However, inconsistent findings severely limit the 
ability of the review authors to make generalizations in such reviews. 
The difficulties encountered are best stated by the author of one of 
these reveiws: "Given the substantial body of research on the mail 
questionnaire, much of it experimental, it seems surprising that more 
has not been learned. Findings are inconsistent for many of the tech- 
niques commonly recommended in research texts" (Linsky, 1975: 100). 

Part of the problem experienced in traditional qualitative literature 
reviews stems from the fact that differences in sample size, sample 
composition, and experimental executions are often ignored. Studies 
tend to be merely categorized as concluding that specified techniques 
improve or do not improve response rates. No formal assessment of 
the size of the respone rate effect achieved by any factor is included. 

Recently, quantitative reviews of past findings have begun to appear. 
These fall into the category of meta-analysis, which broadly refers to 
statistical techniques for quantitatively aggregating findings from indi- 
vidual studies. For example, Heberlein and Baumgartner (1978) were 
able to explain 51% of the variance in final response rate with two 
variables: salience of the topic to the respondent and number of con- 
tacts. Additional variance was explained by sample characteristics, 
number of questions asked, type of postage, and the use of a special 
third contact. Eichner and Habermehl (1981) attempted to replicate 
those results in a sample of German and Austrian studies with little 
success. Goyder (1982), on the other hand, was able to replicate the 
findings more successfully using another sample of U.S. studies. 

Meta-Analysis Techniques 

In a meta-analysis, the findings of each study are treated as indepen- 
dent observations which may be combined to calculate an overall, or 
"average," effect. "By recording the properties of studies and their 
findings in quantitative terms, the meta-analysis of research invites one 
who would integrate numerous and diverse findings to apply the full 
power of statistical methods to the task" (Glass, McGaw, and Smith, 
1981:21). When combining study results, one must try to insure that 
each study is as near a replication of the others as possible. Otherwise, 
the unique aspects of each particular study enter into the estimate of 
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Mail Survey Response Rate 469 

the average effect size. Unless the impact of these unique components 
can be extracted, the overall effect estimate can be misleading. 

The meta-analysis technique used in the studies mentioned above is 
regression analysis (ordinary least squares). The dependent variable is 
the observed response rate and the predictor variables describe the 
survey conditions and executional details. Four problems are of partic- 
ular concern when using a regression approach. 

The first problem with the regression approach is missing data. Rele- 
vant information about how the study was conducted is frequently 
omitted from articles, so the value of one or more predictor variables is 
often unknown for an observation. Judgments must be made regarding 
what values to assign predictor variables in these instances to avoid 
eliminating an excessive number of variables from the analysis, or 
authors must be contacted to provide all of the necessary details. As 
Heberlein and Baumgartner (1978) and Eichner and Habermehl (1981) 
experienced, contacting authors and requesting relevant information 
only partially alleviates the problem. 

A second problem is the subjectivity which enters into the assign- 
ment of values to nonquantitative predictor variables. For example, 
Heberlein and Baumgartner (1978) included salience of the question- 
naire topic to the survey audience as a predictor variable. A scale 
measure of salience was subjectively determined by the authors. Goy- 
der (1982:551) found disagreement between some of his results and 
those of Heberlein and Baumgartner (1978) and stated that "disagree- 
ment between the data sets is greatest for variables where judgement 
entered into coding decisions." 

The third problem is that individual study results are typically 
weighted equally in the analysis. The results of a study conducted with 
a mailout of 50 are treated the same as the results of a study with a 
mailout of 500. A more sophisticated technique (generalized least 
squares) is required to accommodate such differences. 

Finally, regression analysis is also subject to multicollinearity among 
the predictor variables, which causes instability of the estimates of the 
regression coefficients. Although the estimated regression equation 
may be fine from a prediction perspective, interpretations regarding the 
impact of individual predictor variables are questionable in the pres- 
ence of multicollinearity. Eichner and Habermehl (1981) reported sub- 
stantial multicollinearity among the predictor variables in a regression 
analysis of response rates based on a sample of German and Austrian 
mail survey studies. Moreover, they found that their results differed 
considerably from those of Heberlein and Baumgartner (1978), and 
suggested that multicollinearity and cultural differences were likely 
reasons. In their reply, Heberlein and Baumgartner (1981) addressed 
the multicollinearity issue. They report average multiple correlation 
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coefficients of about .5 for the prediction models reported. Further, 
using a statistical test of hypothesis procedure, the hypothesis of a 
singular correlation matrix for the predictor variables is rejected for 
one model, but not for another. They also report that symptoms of 
severe multicollinearity are not present in their data, but acknowledge 
the possibility of problems with the stability of their estimates of the 
regression coefficients. Goyder (1982) applied a similar analysis to a 
somewhat different data base and reported comparable levels of mul- 
ticollinearity and mixed results in terms of reproducing the Heberlein 
and Baumgartner (1978) findings. In sum, the issue of the impact of 
multicollinearity in the regression estimates of the influence of various 
factors on response rate is unresolved. 

A different approach to meta-analysis is to accumulate statistical 
evidence against a null hypothesis across individual studies to deter- 
mine an overall level of significance at which the null hypothesis can be 
rejected. Yu and Cooper (1983) used this approach to investigate re- 
sponse enhancement techniques by combining findings across a sample 
of personal, mail, and telephone interviewing surveys. Armstrong and 
Lusk (1987) used a similar approach to investigate the response rate 
effect of various forms of return postage. 

Accumulating statistical evidence from individual findings addresses 
the issue of whether the aggregated information is indicative of a statis- 
tically significant effect. However, the problem of developing a com- 
bined estimate of the effect remains. Armstrong and Lusk (1987) used 
the average effect across the studies included in the analysis as the 
estimate of effect size in their analysis pertaining to return postage 
alternatives. Yu and Cooper (1983) reported averages of response 
rates, weighted by sample size, in their study encompassing personal, 
telephone, and mail surveys. 

In this paper a meta-analysis approach similar to that of Armstrong 
and Lusk (1987) and Yu and Cooper (1983) is used to accumulate 
statistical evidence and to isolate and estimate the effect sizes of vari- 
ous typical response rate enhancement techniques in the context of 
mail surveys only. A "treatment versus control" approach is adopted 
to eliminate the impact of unreported factors common to both the 
treatment and control groups in each experiment (see Armstrong and 
Lusk, 1987). Hence, unknown executional details do not present a 
problem. Also, only response rate variables which do not entail subjec- 
tive coding are investigated. 

This study complements instead of replicating previous research ef- 
forts. First, some of the response rate enhancement techniques exam- 
ined here have not been examined in previous quantitative summaries. 
Second, while the results of this study do not include an equation for 
predicting response rate as has been done previously, the estimates of 
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Mail Survey Response Rate 471 

the response rate effects of individual response enhancement tech- 
niques are not subject to problems created by multicollinearity. Fur- 
ther, the effect size estimates are "optimal" aggregate estimates of 
effect size in that the estimation method takes into consideration the 
variances of the individual study effects. These variances depend on 
the treatment and control group sample size and response rates. 

In the next section, the procedure used to locate the studies included 
in the meta-analysis is described. Then the nature of the studies re- 
viewed is discussed, including such things as where and when they 
appeared and the scope of factors which have been examined. The 
following two sections detail the meta-analysis techniques used and the 
results of these analyses. The article concludes with a discussion of the 
implications of the findings for survey researchers. 

Literature Search Procedure 

The treatment versus control approach dictates restricting attention to 
studies whose primary thrust was to experimentally investigate the 
impact of enhancement techniques on mail survey response rate (see 
Mazzuca, 1982; Armstrong and Lusk, 1987). A census of such experi- 
mental studies was attempted. Obviously, all printed material cannot 
be examined for relevance, and some procedure must be used to iden- 
tify sources. The procedure used was an iterative one which is com- 
mon to many searches (see Churchill et al., 1985). First, a set of three 
"seed" journals (the Journal of Marketing Research, Public Opinion 
Quarterly, and the Journal of Applied Psychology) was selected to 
initiate the search. These journals were chosen because they were 
known to have published a large number of articles dealing with re- 
sponse rates. Individual issues of each of these journals for the last 25 
years, or from the date of inception if the journal had been in existence 
less than 25 years, were examined. The search was expanded beyond 
these seed journals in two ways. A computerized keyword literature 
search was conducted, and all articles not previously identified as rele- 
vant were examined. The computerized search was conducted using 
pSyc/INFO, which is comparable to the information included in Psycho- 
logical Abstracts but also includes dissertations. Also, the reference 
list from each relevant article located was used to identify additional 
sources. The reference list of each new source was scanned in the same 
manner to locate any new references. This reference list scanning pro- 
cedure was continued until no new sources were discovered. The final 
reference list thus approximates a census of published materials on 
mail survey response rate effects for the previous 25-year period (see 
Churchill et al., 1985). 
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472 Richard J. Fox, Melvin R. Crask, and Jonghoon Kim 

One of the concerns when conducting a meta-analysis is the "file- 
drawer problem," a potential bias due to the fact that the analysis is 
entirely or primarily based on results reported in published literature 
(Rosenthal, 1984:107-108). Published studies tend to be ones where 
statistically significant relationships have been found (Wolf, 1986). Ac- 
cessing unpublished materials is very difficult at best; yet, omission of 
the results of unpublished studies may bias the estimates obtained from 
the meta-analysis if the omitted studies are more likely to include 
nonsignificant results. 

Fortunately, this potential bias may be less severe in this study than 
in many meta-analysis studies. The studies examined in this research 
were experimental in nature, and very often were multifactor. Conse- 
quently, nonsignificant results for a single factor were frequently re- 
ported. Of the 214 individual estimates of effects accumulated in this 
research, only 23% are statistically significant. The number of reported 
nonsignificant findings would seem much larger than is typically the 
case for academic research. Therefore the extent of any file-drawer 
bias should be smaller in this study than one may typically encounter. 

Overview of Search Findings 

The search identified 148 articles whose titles suggested that the article 
potentially dealt with mail survey response rate factors. As might be 
expected, the bulk of these articles appeared in sociology and market- 
ing journals (65 and 45, respectively). The 148 articles were reduced to 
82 articles where one or more response rate factors had been experi- 
mentally manipulated (a list of these 82 articles is included in the Ap- 
pendix); 56% of these experiments were published in the 1970s, as 
compared to only 17% in the prior decade. The remainder of the stud- 
ies have been published since 1980. Later studies tended to involve 
more sophisticated designs, encompassing multiple factors and/or mul- 
tiple treatment levels. 

A vast array of specific response rate variables were manipulated in 
the 82 articles uncovered. These variables have been summarized into 
the five broad response rate issues shown in Table 1. By far the most 
frequently examined issue has been the cover letter which accom- 
panies the mail survey. Studies have looked at the effect of various 
appeals to the respondent, whether to personalize the letter, whether 
to specifically state the confidentiality conditions, and whether to indi- 
cate a return deadline for inclusion in the study. 

The next most commonly encountered issue was the use of an incen- 
tive. Studies have explored not only the effect of the amount of the 
incentive but also the effect of whether the incentive is enclosed or 
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Table 1. Summary of Response Rate Issues Explored by Previous 
Studies 

No. of 
Response Rate Issues Comparisonsa Variables Examinedb 

Cover letter 62 Personalization, appeal used, 
use of postscript, notification 
of cutoff date, form of letter, 
sponsorship, statement of 
confidentiality/anonymity 

Incentives 30 Amount, enclosed/promised, 
type, incentive recipient (e.g., 
charity) 

Respondent contact 29 Use of prenotification, best 
form of prenotification, use of 
follow-ups, proper number of 
follow-ups, timing of follow- 
ups, best form of follow-ups, 
home vs. work address 

Postage/mailing 25 Type of outgoing postage, 
type of return postage, type of 
envelope 

Questionnaire 19 Topic, length, color, format 

a The sum of these figures is larger than the number of articles examined because 
many articles were multifactor. 

b Italicized variables included in meta-analysis. 

promised. The use of noncash incentives and the promising of gifts to 
charity have also been examined. 

Respondent contact issues (how, when, and how often to contact 
potential respondents) and the type of postage or envelope to use have 
been examined nearly as often as has the use of incentives. 

Interestingly, the least often examined issue is the survey instrument 
itself. Most studies which have focused upon the questionnaire exam- 
ined the effect of questionnaire length on response rate. A few have 
looked at other variables such as the impact of the color or the format 
of the questionnaire. 

The specific manner in which some variables have been operation- 
alized varies tremendously from study to study. For example, when 
studying the effect of cover letter personalization, researchers have 
personalized the salutation, the body of the letter, the signature, and/or 
the postscript. The same is true for questionnaire length, confidential- 
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ity, noncash incentives, and the type of appeal used in the cover letter. 
We felt that the way some factors were operationalized varied too 
greatly from study to study to provide reasonable overall estimates of a 
common effect when aggregated. This precluded analyzing some fac- 
tors, such as personalization and questionnaire length, which are of 
interest to both practitioners and researchers. However, 9 response 
rate factors were identified for which multiple studies existed, and for 
which the effect being investigated was the same across studies: pre- 
notification by letter, follow-up postcard, first-class outgoing postage 
vs. bulk-rate, stamped outgoing postage vs. metered, stamped return 
postage vs. business reply, notification of a cutoff date, university 
sponsorship vs. business sponsorship, a green vs. a white question- 
naire, and the inclusion of a postscript asking for cooperation. In addi- 
tion, enough observations were available to determine the relationship 
between response rate and the amount of cash incentive (from 10? to 
$1) enclosed with the questionnaire. Of the original 82 experimental 
articles, only 40 provided data for this study. Those 40 articles are 
identified by an asterisk in the Appendix. 

PRENOTIFICATION BY LETTER 

Conceptually, one would expect prenotification by letter to increase 
the response rate. One reason would be that prenotification alerts peo- 
ple that the survey is coming, thus reducing the likelihood of an inter- 
ested recipient inadvertently discarding it. A second reason would be 
that prenotification could establish legitimacy of the survey. Such 
legitimacy would be a form of trust under the theory of social exchange 
posited by Dillman (1978). 

Twenty-two treatment versus control comparisons were reported in 
the 8 studies located in which prenotification was manipulated (Ford, 
1968; Heaton, 1965; Jones and Lang, 1980; Myers and Haug, 1969; 
Parsons and Medford, 1972; Pucel, Nelson, and Wheeler, 1971; Staf- 
ford, 1966; and Walker and Burdick, 1977). In 19 of the 22 compari- 
sons, prenotification increased response rate. The effect of prenotifi- 
cation ranged from a 9% decrease in response rate to a 47.4% increase. 
We anticipated that the meta-analysis would reveal that prenotification 
produces a significant increase in response rate. 

POSTCARD FOLLOW-UP 

A postcard follow-up would be expected to increase response rates for 
two reasons. First, the appreciation expressed in the follow-up would 
be a form of reward in the social exchange process (Dillman, 1978). 
Second, the follow-up serves to remind nonrespondents that they have 
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Mail Survey Response Rate 475 

forgotten to complete the survey, a common reason for nonresponse 
(Dillman, 1978). 

Six articles were located which examined the effect of a follow-up 
postcard (Cox, Anderson, and Fulcher, 1974; Hinrichs, 1975; Jones 
and Lang, 1980; Peterson, 1975; Watson, 1965; and Wiseman, 1973). In 
33 of the 36 comparisons, follow-up increased response rate. The size 
of the effect ranged from an 11% decrease to a 35% increase when a 
follow-up postcard was used. We expected the meta-analysis to reveal 
an overall significant increase in response rate when a follow-up post- 
card is used. 

OUTGOING POSTAGE 

Enough studies were found to examine two aspects of outgoing post- 
age: whether first-class postage works better than bulk-rate and 
whether stamps work better than metered mail. Two reasons exist to 
suggest that first-class postage would generate higher response rates 
than would bulk-rate postage. First, bulk-rate postage is associated 
with "junk mail" and would tend to suggest that the survey is not 
important. Second, bulk-rate postage does not receive the handling 
priority of first-class (Dillman, 1978). Stamps, rather than metered 
mail, might be expected to increase response rates because they are 
perceived as more personal (Armstrong and Lusk, 1987). 

Five studies examined the effect of first-class versus bulk-rate outgo- 
ing postage (Brook, 1978; Gullahorn and Gullahorn, 1963; Kernan, 
1971; McCrohan and Lowe, 1981; and Watson, 1965). Thirteen of the 
18 comparisons found in these five studies revealed an increase in 
response rate associated with first-class postage. The effect of first- 
class postage ranged from a 9% decrease in response rate to an in- 
crease of 10%. We felt that the meta-analysis of the results would 
reveal a significant increase in response rate associated with the use of 
first-class outgoing postage. 

Four studies manipulated outgoing postage by using metered mail 
instead of stamps (Dillman, 1972; Kernan, 1971; Peterson, 1975; and 
Vocino, 1977). Nine of the 20 comparisons indicated no increase in 
response rates due to stamped outgoing mail. The size of the effect 
ranged between a 10% decrease and a 14.8% increase when stamps 
were used as opposed to metered mail. Nevertheless, we still tenta- 
tively expected stamps to outperform metered mail on average. 

STAMPED VERSUS BUSINESS REPLY RETURN POSTAGE 

Business reply envelopes have the obvious advantages of being less 
time-consuming for the respondent to prepare for mailing and requiring 
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postage payment by the sponsor only when returned. However, they 
may be seen as less personal and thus reduce the return rate (Arm- 
strong and Lusk, 1987). Nine studies were found which examined 
stamped versus business reply return postage (Brook, 1978; Gullahorn 
and Gullahorn, 1963; Harris and Guffey, 1978; Jones and Linda, 1978; 
Kimball, 1961; McCrohan and Lowe, 1981; Peterson, 1975; Watson, 
1965; and Wiseman, 1973). In 42 of the 50 comparisons, stamped re- 
turns generated a higher return rate than did business reply. The effect 
of stamps ranged from a decrease in the response rate of 4.5% to an 
increase of 32% versus business reply. We expected that the meta- 
analysis would indicate a significant overall positive effect on response 
rate when stamps were used instead of business reply returns. 

NOTIFICATION OF CUTOFF DATE 

Because respondents often set a survey aside and forget to complete it 
at a later date, some researchers have felt that indicating in the cover 
letter that returns must be received by a certain date might increase the 
response rate. Five studies were located which tested this hypothesis 
(Futrell and Hise, 1982; Henley, 1976; Pressley, 1979; Roberts, 
McCrory, and Forthofer, 1978; and Vocino, 1977). In 9 of the 12 exper- 
iments, notification of a cutoff date increased the response rate. The 
effect ranged from a 13.5% decrease in response rate to a 7.8% in- 
crease. We expected a significant overall positive effect for notification 
of a cutoff date. 

UNIVERSITY SPONSORSHIP 

Dillman (1978:16) suggests that university sponsorship of the survey 
may increase the response rate because of the past benefits that the 
respondents may have received from the university. Four studies were 
found which examined the effect of university sponsorship (Houston 
and Nevin, 1977; Jones and Lang, 1980; Jones and Linda, 1978; and 
Peterson, 1975), and these provided 41 observations. (One study, a 2 x 
x 2 x 2 x 2 x 2 factorial experiment, provided 16 comparisons, and 
another, a 2 x 2 x 3 x 2 factorial experiment, provided 12 compari- 
sons.) University sponsorship failed to increase the response rate in 
only 4 of the 41 experiments. We anticipated a significant overall posi- 
tive effect on response rate would be found in the meta-analysis. 

COLOR OF THE QUESTIONNAIRE 

Three studies were located which examined the impact of using a col- 
ored questionnaire instead of a white one (Gullahorn and Gullahorn, 
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1963; Pressley and Tullar, 1977; and Pucel, Nelson, and Wheeler, 
1971). The intent was to determine whether the attention-grabbing ef- 
fect of a colored questionnaire as opposed to a white one would stimu- 
late response rate. Almost all reported results entailed a green versus a 
white questionnaire, so the meta-analysis became a study of the aggre- 
gate effect of a green versus a white questionnaire. 

In eight of the ten experiments reported, the response rate was 
higher for the green questionnaire. The range of effects varied from a 
decrease in response rates of 5.6% when a green questionnaire was 
used to an increase of 9.1%. We expected the meta-analysis to reveal 
an overall significant increase in response rate associated with a green 
questionnaire. 

POSTSCRIPT ASKING FOR COOPERATION 

Handwritten postscripts asking for cooperation could be expected to 
increase response rates because of the personalization effect. Two 
studies examined the effect of such a postscript (Childers, Pride, and 
Ferrell, 1980; Pressley, 1979). Contrary to commonly held opinions, in 
five of the six comparisons a postscript requesting cooperation reduced 
the response rate. The effect ranged from an 11% decrease to a 6% 
increase when postscripts were used. Thus, no prediction could be 
made in this case. 

MONETARY INCENTIVE 

Few would question the assertion that a monetary incentive enclosed 
with the questionnaire will increase the response rate. Aside from the 
monetary value, Dillman (1978:16) suggests that the enclosed money 
establishes a trust necessary for the social exchange to occur. Fifteen 
studies which examined the impact of a monetary incentive on re- 
sponse rate were located (Friedman and Augustine, 1979; Furse and 
Stewart, 1982; Furse, Stewart, and Rados, 1981; Goodstadt et al., 
1977; Hackler and Bourgette, 1973; Hansen, 1980; Huck and Gleason, 
1974; Kimball, 1961; McDaniel and Jackson, 1984; Newman, 1962; 
Pressley and Tullar, 1977; Robin and Walters, 1976; Watson, 1965; 
Wiseman, 1973; and Wotruba, 1966). In all but two of the 30 experi- 
ments reported, incentives increased the response rate. 

Armstrong (1975) used ordinary (unweighted) least squares regres- 
sion analysis to develop a diminishing returns model for the percentage 
decrease in the rate of nonresponse as a function of the incentive 
amount. Dillman (1978:16) points out that "the closer the monetary 
incentive comes to the value of the service performed, the more the 
transaction tends to move into the realm of economic exchange and the 
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easier it becomes for many people to refuse it." Incentives are typi- 
cally well below the perceived value of the service, so it seems rea- 
sonable to assume that increasing the incentive reduces the amount by 
which the perceived value exceeds the incentive. Because of these 
previously reported relationships, a diminishing returns model was fit 
to the response effect versus amount of incentive data. 

Analysis Procedure 

Since the studies included in the analyses were experimental, the au- 
thors very clearly explained how the variables of interest were manipu- 
lated. In addition, a control group, which received a "zero" level of 
the treatment (for example, no prenotification, no incentive, etc.) was 
always included. Although the authors would generally not give de- 
tailed descriptions of experimental conditions other than those being 
manipulated, these conditions were common to all of the groups in the 
experiment. The impact of these extraneous factors is eliminated by 
using the difference between the treatment group response rate and the 
corresponding control group response rate as the measurement of ef- 
fect rather than just the treatment group response rate. This is a com- 
mon approach to the meta-analysis (Glass, McGaw, and Smith, 1981; 
Wolf, 1986; and Armstrong and Lusk, 1987), and the obtained differ- 
ence is referred to as the effect size. This difference is a "pure" mea- 
sure of the effect of the factor of interest under the condition that there 
are no interactions between the factor present in the treatment and the 
common conditions. Further, as noted by Armstrong and Lusk (1987), 
previous research has indicated a low likelihood of substantial interac- 
tion effects. 

For each factor except incentive, the analysis proceeded as follows: 
The relevant studies were aggregated. A combined significance was 
obtained by first calculating the significances associated with the indi- 
vidual tests of the hypothesis of no effect from each study (simple z- 
tests based on the sample response rates for the treatment and control 
groups). These were combined in the conventional manner (Wolf, 
1986) to produce an aggregate significance via the chi-square statistic, 
- 21 Ln (ai) = x2, with 2n degrees of freedom where oti is the 
significance or "p-value" of the ith test (Fisher, 1950). 

Although the chi-square test described above yields an overall 
significance level of past research, the average response rate effect size 
must be estimated separately (Wolf, 1986). A simple average of the 
observed effect sizes is not the best estimate. The variance, V, of any 
measurement of the effect is the sum of the variances of the response 
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rates for the treatment and control groups, which depend on their 
respective response levels and sample sizes. That is, 

V = PT (1 - PT)InT + PC (1 - Pc)Inc, 

where PT, Pc and nT, nc are the response rates and sample sizes for the 
treatment and control groups, respectively. Since the response levels 
and sample sizes for the treatment and control groups varied from 
observation to observation, the variances of the corresponding esti- 
mates of the effect, that is, the variances of the differences between 
response rate for the treatment group and response rate for the control 
group, are different. The minimum variance unbiased estimate is the 
weighted average of the individual effects, where the weights sum to 
unity and are inversely proportional to the respective variances (Lent- 
ner and Bishop, 1986). An approximation of the minimum variance unbi- 
ased estimate was obtained by using the estimates, derived from the 
sample data, of the respective variances of the observed effects as the 
weights in the averaging. The significance of the combined estimate in 
testing the null hypothesis that the effect is zero was calculated. A sim- 
ple z-test, based on the ratio of the approximate minimum variance esti- 
mate of effect size to the estimate of its standard deviation, was used. 

In the case of an incentive, four different treatment levels, that is, 
amounts of incentive offered, were observed across studies. Hence, a 
different approach was taken. Response rate effect size was calculated 
for each study in the same manner as the other factors. The individual 
effects, and other relevant information, are shown in Table 2. Prelimi- 
nary examination of the graph of the effect size as a function of the 
amount of the incentive indicated that a curvilinear relationship ex- 
isted, and that the model equating the expected effect size to a constant 
multiple of the square root of the incentive was reasonable. No inter- 
cept was included because the expected effect is zero if no incentive is 
used, that is, the expected values of the treatment and control group 
response rates are the same. Formally, the mathematical model used is 

Y = PNX+ E, 

where y is the measured effect, x is the amount of incentive measured 
in cents, f3 is an unknown parameter, and E is a normally distributed 
random variable having zero mean; the random errors (e's) are as- 
sumed to be mutually independent. 

As discussed earlier, the variances of the observations depend on 
respective response levels and sample sizes and thus differ. Hence, 
weighted least squares, where the weights are the inverses of the esti- 
mated variances of the observations (measurements of effect), was 
used to fit the model. A second approach to the model was performed 
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by adjusting the incentive based on the consumer price index so that 
the amount of the incentive could be viewed in constant dollars. How- 
ever, no improvement in the fit resulted, and only the results based on 
the unadjusted incentive amounts are reported. 

Analysis and Results 

Table 3 summarizes the results of the analysis. The various factors 
investigated are identified in the first column. The first figure of the 
second column shows the number of separate studies reported relating 
to the factor. The number in parentheses represents the number of 
observations of effect size derived from the studies. Each treatment 
group was viewed as a separate response rate observation. Thus, since 
several studies included multiple treatment groups, the number of ob- 
servations will be larger than the number of articles. For example, for 
prenotification by letter, eight articles appeared in the literature, and 
these eight articles produced 22 observations or measurements of the 
effect size associated with prenotifying by letter. The third column 
indicates how many of the individual observations were statistically 
significant at the 5% risk level (one-sided test). The fourth column is 
the minimum variance unbiased estimate of effect size. The next two 
columns show the minimum and maximum effects observed. The next 
two columns show the standard deviation of the effect estimate of 
effect size, and the associated z-value for testing the hypothesis that 
the effect is zero, based on the unbiased minimum variance estimate of 
effect size. The last column shows the chi-square statistics obtained by 
combining the individual test significances. As one might expect, the 
test derived from the overall estimate of effect size, which makes use 
of the fact that the estimate is normally distributed (asymptotically), 
appears to be more powerful than the chi-square test reported in the 
last column, which is basically a "distribution-free" method. How- 
ever, the chi-square test is more sensitive to individual extreme results. 
This is the case in stamped versus metered outgoing postage, where 
one of the experiments yielded a highly significant result causing the 
chi-square test to be significant while the test based on overall effect 
was not. 

On average, university sponsorship, prenotification by letter, and 
stamped return postage versus business reply produced the largest 
increases in response rate. The respective aggregate effect size esti- 
mates are 8.9%, 7.7%, and 6.2%. All three effects were significant (p < 
.01). The aggregate effect associated with postcard follow-up was 
about 3.5%, also statistically significant (p < .01). Very small, but 
statistically significant (p < .05), effects were associated with using 
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first-class versus second-class, third-class, or bulk-rate outgoing post- 
age and with using a green, as opposed to white, questionnaire. 

Contrary to expectations, stamped outgoing postage did not generate 
meaningfully higher response rates than did metered postage. The 
combined statistical evidence is barely significant at the 5% risk level, 
and the aggregate effect is not statistically significant. This is consistent 
with the findings of Armstrong and Lusk (1987). The notification of a 
cutoff date for inclusion of the response did not significantly increase 
response rate either. Also, a personalized postscript asking for cooper- 
ation did not significantly increase response rate. The aggregate effect 
size was negative, but not statistically significant. 

For follow-up by postcard, stamped return postage, and university 
sponsorship, a substantial number of observations were available, 
which allowed the individual standardized differences of the observa- 
tions from the combined estimate of the effect to be examined. In each 
case, the standardized differences resembled a random sample of inde- 
pendent standard normal random variables indicating that substantial 
and different interactions were not present in the measurements of the 
effect. Assuming additivity and no interactions, the impact of using 
several response stimulating techniques in concert can be quantified. 
For example, prenotifying respondents by letter and using stamped 
return postage is estimated to add about 13.9% to the response rate on 
average (7.7% + 6.2%). 

Using weighted least squares to fit the incentive model, y = ,x<+ 
E, yields an estimate of .031 for the parameter P, and a corresponding 
statistically significant t-value of 15.2. (The usual R2 is not reported 
because it is not a meaningful indicator of fit when the model does not 
include an intercept.) Hence, an incentive of 25? roughly increases 
response rate by about 16% on average, while an incentive of $1 
roughly adds about 31% on average to the response rate, and so on. 
Figure 1 shows a plot of the observed effects versus incentive size and 
the resulting model fit via regression analysis. The model tends to 
underestimate for small incentives and overestimate for large incen- 
tives. A slightly better fit would be realized using a power function 
other than the simple square root, for example, .25 as opposed to .5 as 
the power exponent. However, given that observations are available 
for only four incentive values, any model is questionable, and it was 
felt that a marginal improvement in the fit was not worth pursuing. 

Summary and Conclusions 

The estimated effect sizes for six of nine factors examined were statis- 
tically significant. University sponsorship, prenotification by letter, 
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Figure 1. Plot of Estimated Versus Actual Response Effects 

stamped return postage, postcard follow-up, first-class outgoing post- 
age, and questionnaire color all successfully increase response rates on 
average. The most effective factor, sponsorship by a university instead 
of a private business, is not really controllable, but the other factors 
are. Notification of a cutoff date and including a postscript asking for 
cooperation did not significantly increase response rate. While the esti- 
mated effect size associated with stamped versus metered outgoing 
postage was not significant, the accumulated significance (chi-square 
test) of previous findings was statistically significant. 

Including a small cash incentive with the questionnaire was found to 
have a positive effect on response rate on average. However, the sys- 
tematic relationship between the marginal increase in response rate 
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and the size of the incentive indicates that diminishing returns are 
quickly experienced. 

There are differences between the findings of this study and those 
obtained by the regression approach. For example, Heberlein and 
Baumgartner (1978) found little or no effect associated with prenotifi- 
cation, while we found that prenotifying respondents of an upcoming 
survey by postcard increased response rate by almost 8%. Also, differ- 
ences were observed with respect to the impact of the type of postage 
used. These differences are likely due to the reasons already cited. 

One area needing additional research is interactive or synergistic 
effects of factors (Wolf, 1986). The minimal evidence gleaned from this 
meta-analysis suggests that interactions, if they exist, are small. How- 
ever, we concur with Heberlein and Baumgartner (1978) that a con- 
trolled large-scale factorial experiment permitting the estimation of 
interactions would be a valuable contribution. 
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