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ABSTRACT

QUANTITATIVE DESCRIPTION OF DEPRESSION STORAGE AND ROUGHNESS
PROPERTIES USING A DIGITAL SURFACE MODEL

Wasi Ullah, Ph.D. Supervisor:

University of Guelph, 1974 Dr. W.T. Dickinson

Considering a surface runoff system, there exists a
mechanism of retention in storage and surface flow which
is characterized by the geometry of the watershed surface.
This thesis is an investigation of the physical properties
of a surface in terms of depression storage and surface
roughness. Depression storage is a dominating storage
element which accounts for most of the retention on a
watershed surface. Surface roughness controls the hydraulics
of overland flow.

The above two properties depend upon the surface
configuration which can be modelled with a set of elevation
values given as a function of horizontal coordinates. These
values constitute a digital surface model. A photogrammetric
technique has been used to develop digital surface models
for 15 sample plots, of about 160 cm. by 200 cm. size lLaving
similar physiographic conditions.

A simple digital technique has been developed and used
to determine the geometric properties of individual depressions
of all sample plots. The method scans ﬁhe digital surface

model and identifies characteristic points of depressions



such as low points, pour points, etc. The data of volume,
depth, and surface area of individual depressions are
subsequently analysed.

The spatial-distribution of depressions is fouad to
be both random and direction oriented. Depression storage
volume decreases with slope of the plot due to a reduction
in both the number of depressions and the dimensions of
individual depressions. The three geometric properties of
depth, surface area, and volume are alsc related to each
other.

The geometric properties of the depressions exhibit
frequency distribution of somewhat simialr characteristics.
The observed frequency distributions can be rfatisfactorily
described by the three parameter Weibull distribution funetion.

The method of quantitatively describing surface rough-
ness of a microsurface considers roughness as being caused
by height, slope, and frequency of occurrence of micro-
relief features. A microrelief feature is defined as a
ridge or depression having horizontal extent of 5 to 60 cm.
According to this definition, that part of the Fourier
cosine serjies containing wave lengths 5 < A < 60 is assumed
to contain all information about the geometric properties
of microrelief features associated with any profile. This
part of the Fourier series is processed to obtain five
roughness components of each profile. A visual comparison
indicates that the numericul values of roughness

components are compatible with the
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physical structure of profiles when Flotted on a graph.

Seasonal effects are very pronounced in substantially
reducing the  total.volume of depression storage and the
dimensions-of—individual depressions. The reduction in
the number of depressions is also substantial. The rough-
ness components, however, do not exhibit any significant
change over the same interval. Therefore, the range of
data reported in this study does not indicate any relation-
ship between depression storage and surface roughness.

The results of this study have wide application and
will help in developing realistic parameters of hydrologic
response models. Application of the results has been
examined in a watershed model proposed by Claborn and Moore

(1970) .
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1. INTRODUCTION

The results of numerous hydrologic investigations have

provided background for an uhdérstanding of the basic mech=-

ation as it reaches the land surface. This includes studies
on gimple sprinkled plots used for infiltration and overland
flow analyses, and recently developed sophisticated mathemat-
ical models as well as physical models. As regards the
usefulness of these results in relation to practical problems,
there remains much to be accomplished. The difficulty of
this situation is well recognized and is attributed to the
complex nature of the hydrologic processes occurfing during
the land surface phase of the hydrologic cycle. These
processes are further complicated by the extreme varia®ility
of §hrfacg geometry both in spacé and time.

The complex nature of the watershed surface restricts
the extrapolation of results obtained from sprinkled plots
to any natural watershed. For the same reason, the application
of physical models is severely restricted in modelling the
dynamic response of natural watersheds. In the case of
mathematical modéls, surface properties of watersheds cannot
be treated objectively, resulting in varying degrees of
discrepancies in simulated and observed responses. This
adversely reflects on the appropriateness of various para-
meters of the models selected to define the surface properties.
égese parameters suffer from severe constraints imposed by

various simplifying assumptions that must be made due to lack

e AR
> e

SR AR
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of quantitative data on surface properties. Linsley (1967)

emphasized this point when he sald:

"The model (Stanford watershed model) suggests
certain long term data problems which should be
seriously considered now. The experience with
the"model has béen that the most important part
of the total runoff process is the land surface.

If the storage and retention on the surface and *

the_xnflltration losses are not correctly modell-

ed it is impossible to reproduce the hydrograph.

On the other hand if the land surface model is

gffective and produces an accurate time distribut-

1on of runoff increment, a relatively simple

storage routing procedure is sufficient to re-

produce the hydrograph with considerable accuracy."

Considering a surface runoff system, there exists a
définite mechanism of retention, storage, and surface flow
at any time which is characterized by the surface properties
of watersheds. The dominating storage elements include de-
pression storage, which accounts for most of the retention
on the suﬁface, and detention storage, which controls the
surface flow. The appropriateness of the parameter values
of a model will depend upon the extent to which these reflect
the physical characteristics of the watershed surface. A
quantitativecevaluation of these elements in relation to
surface properties becomes a prerequisite for the success
of any model. Furthermore, these characteristics are not
stationary but change with time due to aggradation and de-
gradation of the surface configuration taking place under
the actions of the raindrops and overland. flow. The temp-

oral changes have to be guantitatively treated for the

determination of parameter values in a model for a more



realistic simulation of the hydrologic response.

The physical characterist_ ss of the surface can be
considered in terms of depression storage and surface rough-
ness. _These properties are interrelated but the existence
or non existence of any significant functional relationship
between the depression storage and surface roughness has to
be established by the results of field investigations. The
quantitative descriptior of surface roughness may possibly
lead to a rational estimate of the hydraulic roughness term
of the hydrodynamic equation, and in turn detention storage.

Depression storage, though recognized for its hydrologic
importance in reducing both the volume andrrate of runoff,
unfortunately has been least studied because of practical
difficulties in making direct measurement of numerous
depressions of different shapes and sizes occurring on a %
watershed surface. Some information is available on the
total volume of depression storage, based on either indirect ;
estimates or on assumptions and conjectures inspired with

reasons. Only recently have total volumes of storage been

computed on séﬁple plots; using elevation data of the surface.
There is no information available on the geometric properties |
of individual depressions or of their statistical dist~
ribution in space, both of whichzare important for the study g
of the mechanics of the surface runoff system.

The variability of point values of surface.configuration

or microrelief features at any time provides a physical



description of the surface structure, known as surface

roughness. Surface roughness has been quantitatively

described bx statistical and mathematical functions, using
surface elevation data in problems such as reflection of

electromagnetic waves, design of vehicle suspension systens, i
taxiing efficiency of an aeroplane on a runway, etc. In the i
case of watersheds, surface roughness has been described Fi
mostly in terms of various indices based on the standard
deviations of elevation data of sample plots. 1In a few : 4
Stﬁaies, roughness has been described by spectral density

functions and autocorrelation functions.

In view of the fact that direct measurements of the

RS
-

dimensions of individual depressions and numerous microrelief
features are not physically poSéiblé, indirect determination
based on elevation data bf,Ehe surface seems to be a logical

choice. The indirect approach is to model the configuration

of the surface with a series.of_elevation values taken at .
carefully selected points. The resulting set of elevation
values given as a function of horizontal coordinates provide

a numerical representation of surface features and constitute

a digital surface model. The digital surface model is assumed
to contain all the physical details of the surface under

study. These are sufficient to permit computation of surface

features with the required accuracy.
Elevation measurements of the soil surface at small

intervals have been done in the past with the help of specially




designed automatic point gauges. These gauges are expensive,

time consuming.*and”ﬁbt praétiéﬁi when the size and number of
the'sampling“éitEBfére'rélativéiy'large and where periodic
measufemgnksggxemxequired‘hithin certain time limits. With
the advanced technigues developed in the field of photogram=
metry, it is felt that a photogrammetric approach may be used
with advantage for developing digital surface nodels.
According to Moffitt (1968)'the ideal measuring system for
establishing a three dimensional portrayal of a surface, must
meet the following requirements:

a) it must be fairly simple,

b} 1t should be capable of measuring an infinite
number of points at one instant of time,

c) it should not physically disturb the surface, and

d) it should not be influenced by the time lag and
other disturbing elements of the measuring system.

The photogrammetric system ideally meets the above
requirements. It is also adaptable to different types of
surfaces and various sizes of areas. The exactness 6f re-
production of surface configurations can be controlled to
suit various types of surfaces.

The vital role of depression storage and surface roughness
in controlling the runoff system, and the deficiency in
knowledge in this area prompted the present study. The
investigation of these surface properties requires numerical
modelling of the land surface or terrain to be used as basic

data. The study envisages an investigation of the adaptability

L D e e R S
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2f a phohégzsmmetric technique for develooing'digital surface
nodels which can subsequently be usedifor determining'the
iesxredmsurface properties.. Using diaital surface models, it
Ls pr0posed-t9 dnvelop technlques of determinlng the geometric
nroperties of depressions and quantitatzvely descrlblng
anrface roughness.' The statistical distrlbutlons of the
;eometric propertles of depressions w111 also be studled The
;tudy also ‘includes the evaluatlonrof seasonal.changes in
1epre551on storage, frequency dlstrlbutions of the geometric

aropertles, and surface rOLghness.




2. REVIEW OF PREVIOUS WORKS

2.1. ESTIMATES OF DEPRESSION STORAGE VOLUMES

anl*MGgggég;”Continuity Equation

In the early stages'of.hydrélﬁgic research hydrologists
employed the continuity equatiqn, often referred to as the
storage equation, to study the disposition of rainfall on
experimental areas. The primary interest of most of the
investigators centred  around the estimation of infiltration
rates and detention storage in relation to hydraulics of
overland flow. The storage equation was generally expressed

as:
P=Q+F +Vg+I+D, =--m---m—=smommmme—mos 2.1

where: P = rainfall’ £fcr the period At,

Q = runoff for the period At,

F = amount of infiltration for the period At,

Vd= amount. of deprgssibnwstorage for the period At,

I = amount of interception loss for the period At,
and

p = surface deféntion, or detention storage, for
. the period ALt.:.

Of the six terms of eqﬁatdoh 2.1, only rainfall and run-
off can be measured directly. The quantity (P-Q), often
referred to as 'losses', constitutes four terms which occur
almost. simultaneously on the land surface and do not lend

themselves to direct measurements. The interception loss in
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general is negligibly small and any error in its estimate
is considered to be inconsequential. If the interception

loss is set _to zero, equation 2.1 reduces to:

P-Q=F +V, + D, ======- - ————————— 2.2

The specific magnitude of depression storage is generally

assumed, leaving'onlﬁ two unkhcwns, infiltration and detention

& Ty

storage, to be detérmined. In some'of the studies, depress-

ion storage has been considered as part of infiltration

g o

(Dunin 1969). .Since neither of these terms can be measured

S
s

reliably, one has to be approximately determined in order to
evaluate the cother term in.equation 2.2.

For the sake of convenience, the review of literature

1Dl e o s e T ety =

on the estimation of depression storage has been grouped,
keeping in view the development stages of scientific hydro-

ogy. In the initial stages of hydrologic research, small

LT L ST R AN T

SR Ao

sprinkled plots were used to determine the infiltration rates

and-storagefdiSCharge”relatiqnships by hydrograph analysis.

This was followed‘by the establishment of an increasing

number of experimental watersheds for similar investigations.

A 23 I

With the advent of digital computers, several mathematical

models have been recently developed to simulate the hydrologic

response of natural watersheds. Studies on urban areas have

®

been grouped separately.

2.12. Hydrograph Analysis

Horton (1929), in the analysis of hydrographs obtained
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JE Wl - f'/ 2)t "v""'.'_"'.'T'.".'"fff‘," "‘""""'"--------- 2.3

where: i“-=‘intensit§‘ofqrainfall

£r=

= infiltration rate at‘the time of the }eg1nn1ng
of runoff, and
tyg = tim, required Lo fill the depre551ons.:

"'The method is based on the assumption that overland flow
starts only after depre351on storage 1s satisfied. " That 1s,uv'
there 1s a specific p01nt on the time scale whlchﬁmarks the

end of " accretlon to depression storage and the beginning of

runoff.

In addition to practical diificulties in determining the

term td' and po=51ble uncertainty in thelestlmation of the

B <.

infiltration rate f' he above assumption"is not valid on

the natural nd surface where'overland%flww may take place
even when depression storage 1s not exhausted. i
051ng the above equation, H:rten (1939) computed the
average volume of depressionpstorage of sprinkled plots
'haV1ng slopes ranging from one to*sixteen percent. The“
idepression storage voiume was found to decrease w1th increase .
»in slope except in plots with two and twelve percent slopes.;sﬁ

For these plots, volume was observed to 1ncrease thh 1ncreas—“h:

1ng slope.: This reverse trend in the result was attributed

to errors in the "estimation of £' and td




l q and'detention depth (D ) in

pEn hation"apac1ty of sprlnkled
A"plots.ahArtificla '
Tiplot 1mmed1ately after'tvv .;ssation of runoff and complete'

'depletion of depre531on”storage.f Wlth the 1nf11tration rate

”g%set to a constant value, equat;on 2 2 was solved for Vd to

- determlne the approximate value of depre551on storage. The

d;*authors suggested that these values served as a check for the

”glnltlal estlmates of depression storage made 1n the analysis
tof hydrographs obtained 1n Lhe flrst run.;

Sharp and Holtan (1942) suggested a simllar approach
a;ifor estlmatlng approx1mate values of depre551on storage

?volumes for small homogeneous watersheds. The method envis-

bgedvthe analysis of another hydrograph produced shortly after

The flrst, when depreSSlon storage was ‘back to orlglnal cap-
: acity but inflltratlon capacrty had. not recovered. The

availabllity of such a hydrograph whlch meets the above
;tions is extremely dlfficult.i Also .the appllcatlon of
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(Hoxner and Lloyd 1940; sherman 1940; Sharp and Holtan 1942;
and Holtan 1945). ©The volume of depression storage in all

the stugigg_ggsggrbitrarily assumed. :The method employed

the art of trial and error in drawing mass curves to establish
the relationship between surface detention and runoff. This
relationship was then ueed to 1solate the infiltration com-
ponent of .the storage equation.

One must‘be‘cautious.in applving the above subjective
methodology and 1n the interpretatlon of results from natural
watersheds. Holtan (1945) applled this method in the
analysis of hydrographs. obtained Srom a few small watersheds
and reported some difficulties in verification of the model.
The remarks of the author_regar@ing the extension of the
technique to natural watersheds are relevant: "In applying
this method to watersheds W-I and W-II, it is apparent that
we ‘can expect greater success on larger areas where the hydro-
graph ‘is not so sen51tive to small eregularites of the ground
surface R A reasonab]e esttmate of depression- storage could 4
-posslbly be made on egrinkled plots, but such estimates may
be far from actual *n the case of natural watersheds.

Brater and Sangal (1969), 1n thelr study of. the: effect
.of urbanizatlon on peak flow, emphas1zed the controlllng
effect of depressxon storage whlch they called 'retention'
on the accuracy of the ‘estimates of the inflltratlon rates.

A value of 0. 2 inch was. suggested for the basins; near Detroit,

U.S.A., varying in area from 22.9 to 36.5 square miles.
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Hills (1971) in hie study of the influence of land
management and soil characteristics on infiltration and
overland flow, assumed the value of depression storage to be
0.05 inches on the bare ground surface and 0.10 inches for
all other surfaces. The effect of slope was ignored.

Values of depression storage volume have been suggested
in the design and construction of sanitary and storm sewers
(A.S.C.E. Manual 1969). These values are presented in

Table 2.1.

Table 2.1. Design Values of Depression Storage Volume

TYPS Of Suzface Depression storage volume
(inches)

Forest litter 0.30

Good pasture 0.20

Smooth cultivated land 0.50 - 0.10

Urban areas 0.05

Lawns and normal urban 0.10

pervious areas

2.13. Watershed Simulation Models

The depression storage term has also been utilized in
various forms in most of the recently developed watershed
The conceptual hydrologic model known as

simulaticn models.

the 3tanford model (Crawfcrd and Linsley 1966) considers depression



storage as part of the upper storage zone which also includes
storage in shaliow depths of top soil. These two elements of
the upper storage zone have a dominating influence in reducing
and delaying runoff produced by small storms. In the case of
larger storms, the effect is more pronouncer in the early part
of rainfall and gradually reduces with reduction in the avail-
able storage capacity of the upper storage zone. The initial

volume of the upper storage zone is empirically estimated as

a function of lower zone storage depending upon the slope,

vegetation and volume of depression storage qualitatively
grouped as low, moderate and high. According to Crawford
(1969), the effect of increase in the depression storage
volume incorporated in computer simulation had been very
pronounced on the system response, especially at low soil
moisture.

Boughton (1966) developed a simulation model which had
features similar to the Stanford model. The model considered
a storage element which represented interception loss and
depression storage. An estimate of the volume of depression
storage was not based on actual measurement, but rather an

indirect deduction from available data on rainfall and

runoff.

Riley and Narayana (1969) developed a simulation model
of an urban watershed by means of analog computer. The

volume of depression storage, established during the process

of testing and verification of the model, was considered to
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be appropriate for the area under study.

Claborn and Moore (1970) developed a sumulation model
which in fact was a modified form of the Stanford model. The
model considered depression storage in some detail. The
watershed area was divided into three parts:

a) areas contributing directly to streamflow,

b) areas contributing to depression storage, and

c) areas of depressions.
The part of overland flow occurring in the drainage areas of
depressions was added to depression storage. The portion of
overland flow occurring in areas included under (a) was
added to the variable runoff. The surface area of water in
the depression was assumed to have a linear relation with the
volume of depression storage. This assumption, found useful
and effective for the purpose of modelling, was not verified
with field observations of depressions.

After the depressions were filled up, the area under (c)
started contributing to runoff. Based on the results of a
few hypothetical normalized volume-area distribution curves
characterizing different basins, a typical relationship
between depression storage area producing runoff and the vol-

ume of depression storage was assumed to be of the form:

D 0.5
1 S
X = (E- D )
s smax
where: X_ = the fraction of depression area
&  producing runoff,
D = the actual depression volume, in



inches of depth,

Dsmaw = the maximum depression storage
‘ volume, in inches of depth, and
C = a constant, normally with a value of 1.

The proportion of the areas falling in each of the three
groups obtained in the test area as reported by the authors

are given in Table 2.2.

Table 2.2. Disitribution of the watershed area in three groups

Month Proportion of the area
a b c
Oct. 0.40 0.50 0.10
May 0.30 0.55 0.15
Rest 0.80 0.15 0.05

(a) areas contributing directly tg streamflow,
(b) areas contributing to depression storage, and
(c) areas of depressions.

values were presented separately for the months of May

and October, to account for tillage operations used in

planting of corn and wheat respectively.

Lee (1972) proposed a computer model of surface energy
and water budget wherein depression storage was considered

as a separate storage element. The author derived a relation-
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ship between depression storage, slope and surface conditions
using the depression storage figures reported in the Handbook

of Hydrology (Chow 1964). The equation was of the form:

SDETM = 0.02 + 0.14 e"17 S1

where: SDETM

depression storage for turf in inch depth,
and,

Ss1 = slope of the ground surface in ft/ft.

Despite a wide scatter in plotted points the relation-
ship was reported to be consistent. The above equation was

used to compute depression storage in the model.

It is evident from the above that the depression storage
term has been considered in most hydrologic models either
separately or in combination with other storage elements of
the model. As regards its importance, the effect of the
magnitude of depression storage on simulated response has
been demonstrated by the results of studies reported by Craw-
ford (1969). Lack of quantitative data is evident from the
above studies. In consequence, the magnitude of depression
storage has either been assumed or indirectly estimated from
the results of the analysis of hydrographs obtained from
plots and small experimental watersheds. 1In absence of data
based on actual measurements the reliability of the model
carnot be ensured. It is also felt that the practice of par-

ameter optimization, widely used in such models tc force the

simulated response to approximate the observed response as
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closely as possible, could be made more realistic and mean-

ingtul if quantitative data are made available and used.

2.14. Urban Runoff Models

The status of the depression storage term in urban
runcoff models is similar to that in other hydrologic models.
In the case of impervious areas, the problem cof evaluating
the specific volume of depression storage on any surface 1is
simple and some available experimental data are reviewed here.

The problem of determining the specific volume of depress-
ion storage of impervious surfaces reduces to the measurement
of rainfall and runoff. The interception and infiltration
terms may be dropped from the store je equation. Assuming
evaporation loss from depression storage during the period of
rainfall to be negligibly small, depression storage can be

computed from the relationship:

This simple approach has been used by a few investigators to

determine the volume of depression storage.

Sstammers (1956) and Stammers and Av2rs (1957) studied

the effect of slope and microtopography on the volume of

‘depression storage and surface detention with the help of

simulated rainfall on three laboratory developed surfaces.
These included flat surface, cultipacked with corrugaticns

along the slope and cultipacked with corrugations across

the slope. The size of the plot was four feet by four feet
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and slope ranged from two degrees to 16 degrees. The
magnitude of depression storage on the flat surface at two
degrees slope was 0.0371 inches, compared to 0.149 inches
on the cultipacked surface with corrugations across the
slope. A general decrease in the depression storage volume
was Observed with increase in slope on all three surfaces.
Willeke (1966) examined the time distribution of response
from four urban areas, using equation 2.4, to determine
storm losses. The difference between rainfall and runoff
was termed as loss which essentially constituted depression
storage. The analysis of several storms, ranging from 0.09
inches to 1.64 inches of rainfall revealed that the losses
ranged from 0.04 inches to 0.14 inches. The results also
indicated that the losses decreased with increase in slope.

The regression eguation was of the form:

0.162 - 0.€392 §

il

Loss

the mean slope of the watershed in percent.

1l

where: S

Viessman (1968) in a similar study investigated the
rainfall=runoff relationship on several 100 percent impervious
areas ranging from 0.4 to 1.0 acres. The storm losses were
calculated using equation 2.4. Average storm losses ranged

from 0.04 inches to 0.1l inches. A highly significant

relationship was obtained between the storm losses and the

land slope. The equation was of the form:
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Loss = G.13 - 0.0301 8

where: $ = the mean slope of the watershed in percent.

The relationship is similar to that reported by
Willeke (1966). The results are reported to be applicablc
to small impervious areas having mean slopes of 1 to 3 per-
cent. It was observed that depression storage was distributed
over the first few minutes of the storm.

The Los Angeles hydrograph method (Hicks 1944) was
based on the results of hydraulic investigations, infiltrat-
ion measurements in urban drainage areas of different types
and sizes, and rainfall-runoff studies in the same areas.

The rainfall and runoff data had heen analysed to determine
the relationship between the rainfall rates and loss rates
both for pervious and impervious areas. Depression storage
was considered as a loss along with infiltration.

The Chicago hydrograph method of sewer design (Tholin
and Keifer 1960) evaluated different components of the
hydrologic cycle operating in the urban areas. The method
recognized the necessity for making an estimate of depression
storage to evaluate its effect on the runoff system. Con-
sideration was also given to the relationship that might
exist between the mean depth of depression and the proport-
ional area covered by such depressions. The model assumed
a summation of the standard normal probability curve to
express this relationship. It appears to be ¢ compromise

between the assumptions made by some investigators that all
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the depressions must be filled before overland flow begins
and exponential decay type function suggested by Linsley
et al. (1949). oOn the basis of the observations taken
during heavy rainfall, thé volume of depression storage
was assumed to be 0.25 inches for pervious areas and 0.06
inches for pervious areas with a depth range of 0.0 - 0.50
inches and 0.0 - 0.12 inches respectively. These values
were used in the model.

The studies reported so far reveal that the volume of
depression storage has been estimated from the rainfall and
runoff data collected from small experimental areas. Al-
though direct field measurement of depression storage has
not been attempted in the previocusly reported works, a few
attempts have recently been made to measure the volume of
depression storage. The general approach used was to char-
acterize the configuration of the surface with a series of
point elevation values measured at selected points. The
point elevation values have then been used to determine the
volume of storage on a surface. The two aspects of the
problem, i.e. methods of measuring surface elevation and

methods of computing volume with the help of elevation data,

are reviewed in the following sections.

2.2 METHODS OF MEASURING SURFACE ELEVATION

The suitability of any method for taking elevation
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measurements depends to a great extent on the average

size of depressions associated with any surface. The

large size depressions associated with macrosurfaces are
amenakle¢ to direct measurements of geunetric properties with
the help of levels used for engineering surveys. Top-
ographic maps and aerial photographs with suitable scales
can also be used to delineate depressions and compute the
volume of storage. The difficulty arises in the case of
small size depressions present on natural watershed surfaces.
These, because of their vast number, small size, and ill-
defined shapes, preclude direct measurement. The small-
scale topographic variations require specially designed
gauges or special photogrammetric techniques for elevation
measurements. The use of conventional leveling instruments,
gauges and photogrammetric methods has to be considered in
relation to the scale of topographic variations on the

surface under study.

2.21. Leveling Instruments

The standard leveling instruments used in engineering
surveys can satisfactorily be used 7)r the measurement of
geometric prorerties of individual large size depressions,
both natural and artificial. The information collected by

topographical surveys also can be used to delineate individual

depressions and to determine the storage capacity. The

size of the depressions which may be determined depends on

the scale of survey. Haan (1967) measured volumes, depths

and areas of large size depressions, known as potholes,
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having a mean area of 2.29 acres and mean depth of 1.09
feet. For small size depressions, which generally predominate

on the land surface of natural watersheds, this method is

obviously noi-suitable.

2.22. Specially Designed Point Gauges

Various types of gauges have been designed and developed
for the measurement of elevation of the land surface to
describe surface roughness. The gauges vary in sophistication
from similar frame mounted linear scales to automatic gauges
which measure and record elevations of predetermined points.

Kuipers (1957) used a simple apparatus, which he called
a reliefmeter, to measure surface elevation to determine
surface. .roughness. It consisted of a board with vertical
scales in centimeters in front of which 20 needles were
placed 10 centimeters apart and held in place by a spring
mounted brasz bar. The board was placed horizontally above
the soil surface and the bar actuated to let the pins slide
down until they touched the soil surface. On a sloping
surface the board was placed parallel to the slope. The
heights of the needles were read un the respective scales.
The board was turned over to bring the needles back to the
original positions for next measurement. The operation was
repeated 20 times at fixed distances to measure 400 height
values relative to a certain level.

Burwell, Allmaras and Amemiya (1963) and Allmaras et al.

(1966) developed a gauge called a microrelief meter. The
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gauge was similar in operation to the one developed by
Kuipers (1957). The gauge was designed to measure surface
elevation on a two inch square grid on a 40 inches by 40
inches area to precvide 400 height readings in 20 szttings of
the gauge. The elevation measurements were made to study
porosity and random roughness in relation to tillage oper-
ations.

Merva et al. (1970) in an investigation of the roughness
characteristics of the microsurface, used a probe with a
diameter of 0.283 inches to measure elevations at a distance
of 0.788 inches along a 10 feet distance.

Currence and Lovely (1969) developed an automatic
recording profilometer which consisted of a mechanical system
and a measuring system. The framework covered an area of
size 60 inches by 80 inches. Permanent magnet AC - DC
motors were used to index a measuring probe carrier over the
sample area. The probe carrier was moved in one inch incre-
ments in both X and Y directions. At each point of measure-
ment the probe was lowered to the soil surface and stopped.

The distance the probe moved from the level datum or its

original position to the soil surface was automatically

stored and recorded by the measuring system with simultaneous

return of the probe to the original position and automatic

e A st s P P
L R s

movement of the probe carrier to the next point. The

accuracy of heightreading of the system was of the order of

+

t 0.05 inches. Depending on the roughness of the plot, three el



to four hours were reguired to measure and record 4800
height readings per ploct.

Mitchell and Jones (1971) developed a profile measuring
device (PMD) nicknamed the 'clodhopper' which automatically
measured and compiled the elevation data of the soil surface.
It was similar to the one reported by Currence and Lovely
(1969) and operated on the same principle. The design and
the operation of the device has been described in detail by

Mitchell (1970).

2.23. Aerial and Terrestrial Photogram.etry

Photogrammetric techniques have been extensively
applied in the field of topographic surveying and mapping.
The application of photogrammetry is a-so growing rapidly
in other fields. Photogrammetric techniques are classified
as aerial when the camera is airborne and terrestrial when
the camera is mounted on the land surface while taking
photographs of the surface. The choice depends on the scale
of topographic variations and the desired precision in
measurements.

Aerial phtotographs with relatively large scale may be
used for delineating large size natural or artificial depress-
ions and then determining the storage capacity. Haan (1967)

used aerial photographs to map four sample areas of 320

acres size to delineate large size depressions and measure

their volume, area and depth. The sample topographic maps

of the area were also drawn with a contour interval of two
P



feet. In many cases auxiliary contours were drawn to reduce
the interval to one foot. The "average" ground slope was
stated to be 0.87 percent.

Merva et al. (1970) in a study of the description of
a macrosurface by spectral analysis, used a topographic map
with a four foot contour interval. The elevations of the
individual points épaced 200 feet apart along a traverse
were interpolated from the map.

Although terrestrial photogrammetry has not yet been
applied to the problems of depression storage and surface
roughness, it has been successfully used in other problems
requiring elevation measurements of microsurface. Poulin
(1961) used a photogrammetric technique to study the frost
formed patterns in soils of arctic and subarctic environments.
Stereophotographs of a few selected frost patterns were
taken from a height of ten to twenty feet in Greenland and
at a high altitude site in Colorado. Motion measurements
were made on maps prepared with a scale of one to four and
interval of 0.02 feet. The comparison of thesn

a contour

maps over a period of several seasons was expected by the

author to yield much information about the amount and direction

of movement in the soil pattern.

Rosenfield (1966) reported the application of terrestrial

photogrammetry to a problem in hydraulics. Terrestrial

photographs of residual sand beds in a hydraulic test flume

were taken from & height of 65 inches. These photographs

were used to make a contour map with a contour interval of
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.01 feet to study the nature of the sand bed in relation to

hydraulics ot flow.
2.3. DETERMINATION OF STORAGE VOLUME

The volume of wauver stored in depressions on the soil
surface can be calculated with the help of surface elevation
data. A standard method employed in many engineering problems
of volume estimation has been to draw a contour map of the
land surface using a suitable contour interval. The volume
between a contour and the next higher is given by the average-
of the two zreas multiplied by the contour interval. The
procedure is repeated up to the highest contcur outlining the
depression boundary.

Haan (1967) used the above techaique for determining
the volume of storage in individual potholes. Mitchell and
Jones (1971) also used this method to determine the depression
storage for the test plot measured by the profile measuring
device. A digital computer has also been used to carry out
essentially the same process without the actual labour of
drawing a contour map.

Mitchell (1970) developed a technigue of computing

depression storage using PMD data for a series oif reference

heights which yielded a stage-storage relationship of the

test plot. The computation of a stage-storage relationship

consisted of first determining the maximum and minimum

values of heights of the plot which provided the stage range.
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The volume of storage for each increment of stage was
calculated and then accumulated to determine the total
volume of storage for the test plot.

Five methods of computing storage for each increment of
stage were initially attempted. The first method considered
each vertical height reading to represent the centre of a
one inch square level surface. The sum of differences
between the height of a point and a reference height provided
the volume of storage in cubic inches. The second approach
used the average end-area method of computing volume. The
areas between the raference heights and individual profiles
were computed to determine the volume. The third method
considered three adjacent points to describe a triangular
plane. The volume above the plane and the reference height
was computed. The fourth method considered a prismoidal
formula to compute volame with the help of the area between
the individual profile and the relerence height. The fifth
method used a modified form of the same formula.

The validity of the above methods of volume computation
was tested with the help of three synthetic surfaces of
three feet by three feet size, constructed of styrofoam and
artificially roughened. The actual stage-storage relation-
ship for these plots with varying degrees of roughness was
determined in the laboratory- The surface was inverted and
stened in a water tank of slightly larger size.

securely fa

The state-storage relationship was determined by adding
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known quantities of water in the tank and measuring the depth
with a point gauge. The two increments of stage initially
tried were 0.1 inches and 0.0l inches. The stage~storage

relationship-was reported to be of the following form:

S = a(sin %)C

5
=]
(0]
2]
D
n
I

storage, inches,

L = depth above the lowest point on the surface,
inches, and

a,b,c = equation parameters.

Stage-storage relationships of these artificial surfaces
were also detsrmined by taking elevation measurements with
the help of a PMD and using the above five methods. These
were then compared with the actual stage-storage relationship.
The results obtained from all five methods were reported to
be comparable with the laboratory results. The first method,
using a stage increment of 0.1 inches was finally selected
and used to develop stage-storage relationships for a few

measured surfaces produced by different tillage equipments.

Barron (1971) in a similar study initially considered

four methods of determining stage-storage relationship

using different geometric shapes with the help of PMD data.

The first method considered each vertical height reading to

represent a one jinch square vertical column. This was similar
4

to the one used by Mitchell (1970). ‘The second method also
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to the average of heights of four surrounding points. The
third method considered 2 x 2 inch vertical column with height
reading equal to the average of four height readings at the
corner of each column. The fourth method consicered three
adjacent height readings to describe a prismoidal column.
The validity of these methods was tested with the help
of three artificial surfaces, as done by Mitchell (1970).
The first geometrical shape was finally selected and used for
computing stage-storage relationships of tilled soil surfaces.
The above methods of determining stage and storage assume
level surfaces. These methods are not valid for sloping
surfaces and therefore, cannot be used to compute depression

storage on a sloping surface.
2.4. ACTIVE POTENTIAL STORAGE VOLUME AND MEASURED STORAGE VOLUME

It is evident from the results of the above reported

studies that the magnitude of depression storage has either

been estimated from rainfall-runoff data or directly measured

with the help of elevation data. The values of depression

storage as obtained by the two methods are theoretically diff-

erent. The first approach provides an estimate of potent-

ially active depression storage which is assumed to be

available for direct abstraction from rainfall. The second

approach based on direct measurement provides information

on the total volume of storage permitted by the dimensions

of the individual depressions. It does not take into account
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the effect of any climatic or topographic restraint which

may not permit the filling of any depression to its maximum
capacity defined by its geometric properties. For example,
the catchment area of any depression may be too small compared
to its capacity with the result that it may never fill up.

In other words the estimate based on direct measurement
assumes that all the depressions on the surface will be

filled up to their capacities. This assumption may always not

be true. The active potential depression storage may in

some cases be less than the measured depression storage.
2.5. QUANTITATIVE DESCRIPTION OF SURFACE ROUGHNESS

2.5.1. Definition of Surface Roughness

A principal consideration of any surface is its geometric
property or form which has been extensively referred to in
scientific literature as surface roughness with a problem
oriented definition. In view of the fact that different
investigations dealing with surfaces of interest have required
specific types of roughness parameters suited to a particular
problem, it is almost impossible to provide a single definition
for tne much used term 'surface rouchness'. Each study has
its own definition of surface roughness based on those geo-
metric properties of the surface relevant to the study.
Information from Stone and Dugundji (1965) has been expanded

in Table 2.3 to indicate some of the definitions of the term

surface roughness used in varicus investigations.



Table 2.3. Definitions of Surface Roughness

Source

LeConte*

Terry and Steven-
son¥*

Dwornik et al.*

Strahler and Koons*

Sytinskaya¥*

Van Lopik and Kolb¥*

Shipek*

Houbolt

Green*

Saucier and

Broughton*

Hobson

Cate

1877

1857

1959

1959

1859

1959

1961

1961

1962

1962

1967

Definition

Configuration of surface
dotted by mounds 6-10
inches higher than
adjoining depressions -

Mounds, ridges, depressions
or undulations on the sea
flcor. Lower limit 3 feet;
maximum limit 10-40 feet.

Objects of surface irregqular-
ity less than 1 inch in
height in a 7 ft. plot.

Surface roughness involving
measurements of height diff-
erence greater than 0.1 ft.

Limits between 0.1 mm. and 0.1
m . for lunar irreqularities.

Surface geometry associated
with terrain features exhibiting
less than 10 ft. of relief.

Microrelief on sea floor
measured horizontally in meters
and tens of meters and vert-
ically in centimeters and meters.

Roughness consists of elevation
differences taken at 2 ft.
intervals along a runway line.

Microsurrface (of the moon) is
"bicycle smooth" and ranges in
size from 1lp to 1 cm.

Surface configuration of terrain
that exhibits relief of lessg
than 10 ft.

Surface irregularities rang-
ing from a few tenths of an
inch to several tens of ft.
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Storie and Dugundji 1965 Microrelief features which
display internal differences
of elevation of not more
than 10 ft. or less than 3
inches «

Kozin et al. 1964 Hard ground roughness consists
of variations in elevation
which are stable over reason-
ably large areas and change
gradually with distance.

Allmaras et al. 1966 Random roughness produced by
tillage implements is merely
a random occurrence of surface
peaks and depressions.

Currence and Lovely 1969 Soil surface roughness produced
by tillage implements.

Merva et al. 1970 Surface nonuniformity of macro-
surface and microsurface class-
ified on the basis of its being
described with a contour interval
of 1 £ft. or more.

(*From Table 1 of Stone and Dugundji (1965)).

As will appear from the definitions given in Table 2.3,
the surface roughness in all the cases is expressed in terms
of specified variations in point elevations of the surface

or terrain. The upper and lower limits are contrclled by

the problem under study. The lower limit is also influenced
by the accuracy of the elevation measuring instruments. A

specific definition of the term surface roughness is required

before any attempt is made to characterize a surface.

Merva et al. (1970) differentiated between large scale

surfaces such as sean on a watershed as a whole, and its



cnstituent small scale surfaces, forming independent hydro-
logic units functioning as surface system with overland flow
as output. The macrosurface has been generated by the long
term geomorphic processes in the yeologic and climatic
setting and manifests large variation- in elevations of
various topographic features such as hills, valleys, drainage
networks, etc. The microsurface has been caused by short
term geomorphic processes and has small topographic variations
on which are superimposed the surface irregularities caused
by the tillage implements. These two elements of surface
irregularities, geomorphic roughness and tillage roughness,
constitute the overall roughness of the microsurface.

The macrosurface is of interest in making a hydrologic
classification of ar area in relation to its runoff and
sediment production rate which dictate its economic use and
conservation needs. The microsurface constitutes a hydro-
logic system with roughness properties or microrelief
pattern as an important component which transforms the rain-
fall as input to overland flow as output. Since the roughness
properties control the storage and transmiss.ion properties
of the surface, the hydrologic response is likely to vary
with different surface roughness. The microsurface is of
equal importance in studies such as hydraulics of irrigation
water on sloping surfaces, soil surface conditions in

relation to crop production, and operational efficiency of

tilizge implements. The quantitative description of micro-

surfaces have been attempted by a number of investigators,
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using mathematical and empirical parameters.

2.52. Methods of Describing Surface Roughness

Methods used in the quantitative description of enrface
roughness can broadly be grouped as surface roughness indices or
parameters amd mathematical models based on spectral and harmonic
analysis.

2.521. surface Roughness Parameters

Allmaras et al. (1966) studied the effect of tillage on
total porosity and random roughness of interzone areas of the
tilled surface. 3So0il suriace height readings were taken with
the help of a profilometer. The random roughness index used
was the stardard error of heights adjusted for slopes and tool
marks. The differences in the soil conditions obtained by
tillage treatments were reported to be reflected in the estimates
of the indicec.

Currence and Lovely (1969) used the above index, termed RL,
in addition to four other indices for describing swil surface
roughness obtained by the application of warious tillage treatments.
The second index (RM) was based on the method developed by
Luttrell (1963) which is calculated by summing absolute differences
in slopes between the end points of height readings measured
across the direction of tillage. The standard deviation of the
heights measured by the profilometer was calculated as a third

index (RS). The standard deviation of the differences hetween

the measured heights and a plane of best fit for each plot
obtained by linear multiple regression was calculated as the

fourth index (RR). The standard deviation of the height

readings corrected for row and cclumn effects was calculated as the

£ifth index of roughness (RC). The index (RR) describiang the amp-

litude variations of the height residuals was considered adequate
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to describe the surface where the effects of tool marks
were important. The index (RC) was repcrted to be suitable
in studies where the effect of tillage marks was excluded.
The roughness indices based on the standard deviation
of the measured heights or adjusted heights are not part-
icularly meaningful for the physical-deséription of a surface
in relation to its hydrologic response. These indices do
not reveal the pattern of the microrelief features or micro-
topographic irregularities constituting the surface which
give rise to a specific type of surface roughness. Since
these indices are insensitive to the spatial distribution
of the microrelief features it is not possible to have any
idea or image of the phys’.cal structure of the surface.
Also, it is possible for two surfaces to have equivalent
values of indices but completely different patterns of
microrelief features and hence different hydrologic responses.
Hobs (1967) suggested a parameter based on the com-
parison of estimated actual area with corresponding planar
area as an index of roughness. Another index of roughness
suggested by the author was based on the estimate of bump
or elevation frequency distribution. It is true that surface
area increases with surface irregularities, but a comparison
of the surface areas does not reveal the structure of the

surface roughness since different combinations of the number

and magnitude of microrelief features can give rise to the
same estimate of the parameter. The bump frequency parameter,

consisting of mean and variance of elevation readings describing
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the size distribution of the surface irregularities, also

does not provide a good description of the surface since
two surfaces with different roughness properties may give

similar values of the variance.

2.522, Normal Deusity Functions and Atocorrelation
Functions

S W, Wi " AT T B S APOT  R E S

The geometric properties of the surface which give

rise to roughness are neither periodic nor explicitly
determined. They are a combination of both deterministic

and random influences which though deterministic in nature
have been described by the statistical properties (Scheidegger
£ 1964, Beckmann and Spizzichino 1963). The actual surface

is represented as being a realization of a stochastic process,
which implies tnhat the surface properties are random variables,

and therefore are definable in terms of their probability

! distribution.

% Merva et al. (1970) described roughness properties of
£

§ both macrosurfaces and microsurfaces by normal distribution

functions and autocorrelation functions. The geometric
property of the surface used as a random variable was the
deviation measured in the direction of elevation from a
mean plane. The normal density function does not uniquely

describe the surface roughness since the two different surfaces

may have the same variance. It also does not reveal any

s RIRR S e b e i

information about the pattern of microrelief features or
distances between high and low points which determine the

density of surface irregularities. For these reasons an
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autocorrelation function was also specified which revecals thc
correlation between any two points on the surface. The
proposed statistical distribution was based on the assumptions
of homogeneity and isotropy of the surface.

The surface is completely described by the statistical
distribu*ion function and correlation function provided that
the assumption of normality is not violated. The assumption
of normality does rnot appear to be unrealistiec in view of
the fact that some of the geomorphic processes have been
found to be adequately described by this distribution. The
assumption of normal distribution with respect to deviation
angles in a study of river meanders and other wiggly lines
was found satisfactory (Thakur 1970; Ghosh 1971). The
assumption of normality with respect to the slope of
microrelief features was also found to hold true in a study
when 385 slope values were compiled and graphed on normal
probability paper (Merva et al. 1970).

Beckmann and Spizzichino (1963) suggested the use of
the normal distribution and autocorrelation functions to
describe any type of rough surface in practice, in a study
of the scattering of electromagnetic waves from rough
surfaces. They also suggested the use of other types of
statistical distribution functions and correlation functions

in cases where the surface under study does not conform to

normal distribution.
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2.523. vPower Spectral Deasity Function

Surfaces represented by stationary random or stochastic
processes have been characterized by cne and two dimensional
power spectral density functions (Houbolt 1961; Press and
Tukey 1963; Kozin et al. 1964; and others). The power
spectral density functions provide information on the general
frequency composition of the surface in terms of the spectral
density of its variance. The spectral density functions have
also been used in other studies dealing with the statistical
distribution of stochastic processes such as river meandre
and other wiggly lines (Thakur 1970; Ghosh 1971) and daily
river flow data (Adamowski 1969), etc.

Houbolt (1961) summarized the results of several studies

s e

on the description of runway roughness in relation to the
operational response of aeroplanes. For a linear system,
the relationship between the input power spectrum G(f)

characterizing the roughness, frequency respomnse function

or transfer function T(f) characterizing the aeroplane,

and the response function ¢(f) was considered to be of the

following form:

o (f) = G(£)|T(£) I2

The outpnut spectrum was then used to develop criteria for

smoothness of the runway.

Bogdanoff and Kozin (1962), Kozin et al. (1964), Bog-

< ot T
el .w

e
A
ey i

R ]

danoff et al. (1966) and Kozin et al. (1968) used both one
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and two dimensional spectral density functions to describe
stable ground roughness to study the vehicle dynamic

response for the design of suspension system. The pertinent
features cof the estimated power spectrum had been interpreted
in terms of relief features exhibited by the plotted ground
profiles.

Application of the power spectral technique for the
analysis of the aervplane dynamic response has been discussed
in detail by Press and Tukey (1963). The relation between
the power spectra of the atmospheric turbulence and the
response of the aeroplane to the disturbance have been
studied.

Currence and Lovely (1969) used spectral density functions
to characterize roughness of the soil surface treated by
different types of tillage operations to provide different
degrees of roughness. Tillage tool marks were indicated by
spikes in the power spectrum.

Merva et al. (1970) applied the method of spectral
analysis to describe the roughness ©f both macrosurfaces and
microsurfaces. The results were expressed in the form of a
plot of the spectral density function against the correspondiing

fraction of the folding or Nyquist frequency expressed as

cycle per unit length. The shape of the power spectrum was

interpreted to draw inferences about the roughness of the

surface For example, the occurrence of sharp peaks indicated

-he existence of microrelief features at some regular intervals
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determined by the corresponding frequencies.

2.524. Fourier Series Analysis

Fourier series analysis provides a means of separating
a curve into a number of simple harmonics, defined by the
amplitude and wave length which when added together can
represent any type of curve. A single Fourier series has
been used for representing a curve or a profile, whereas
the double Fourier series has been used for the analytical
description of any surface. Any arbitrary function f (x)
defined in the interval -L to L may be represented in terms

of Fourier series expansion as follows:

a o
" _DTX_ _DIX_
£(x) = -5 + ) (a  cos £=- + b sin -S5-).
n=1
L
where: a_ = 1 [ f(x) cos —9%5- dx, n=0,1,2,----—- oo
n Ly -1,
1 L nmx _
b = = f(x) sin i dx, n=l,2,-—-—-—-- -
n L -1

It is often convenient to use the exponential form of

equation which is given by:

[+ o}

-jw_x
f(x) = zcne n
_nm
where: w, = L
o = ls(an ~ 1bn)
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Cop = -‘~s(an + ibn)

It can also be represented in terms of amplitudes and

phases:
f(x) = -
(x) n£0 A cos (wx - y)
wherea: An = ai + bi, and
b
¢n = arc tan -2
n

In several studies reported by Rice (1951) the coefficients
a, and bn were assumed to be random variables having normal
distributions. Alsoc according to Rice (1951), it is also
agreed upon that both the coefficients are statistically
independent. The phase and amplitude are also independent.
The phase of the input does not affect the amplitude of the
output of the mechanical system and similarly the amplitude
of the input does not affect the phase of the output.
(Kozin et al. 1964). In the problem of surface description,
the amplitude which reflects the heig: t of the microrelief
features is more important than phase. Press and Tukey
(1963) has shown that the C_ values are fixed constants and
phase shifts ¥ are independent rardom variables distributed

uniformly over the interval 0 to 27. Hence, an approximation
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to the Gaussian random process can be obtained. The applic- i
ation of the Fourier series has generally been limited to

the fitting of profiles and topographic surfaces, using

e ST e W

elevation data of the measured points. 1Its application in
geology has been discussed by Harbauvgh and Merriam (1968).
Rice (1951) suggested a randomized Rayleigh method for
describing a slightly rough surface represented by the
function ¢ = ¢ (x,y} which by his definition is almost but
not quite flat with small random deviations of this surface
from the x-y plane. The equation of the surface was expanded
in Fourier series for the application of the Rayleigh method.

The coefficients were assumed to be independent random var-

iables with normal distributions about zeroc. The application
of this approach is limited to slightly rough surfaces
because of the mathematical difficulties encountered when ‘?
dealing with rougher surfaces (Beckmann and Spizzichino 1963).

Stone and Dugundji (1965) in their study on the quantit-
ative description of the microrelief features of &z terrain
in relation to the military vehicle requirements, used Fourier

series analysis of the terrain profile. They developed a

provocative concept of roughness which in addition to the
amplitude of osciilations considered other aspects such as

steepness of the oscillations involving wave length and

density of microrelief features. This concept of consider-

ing the roughness as being built of several surface prop-

erties departs from other methods reviewed earlier wherein

il
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roughness had been considered as a single elementary prop-
erty. The microrelief information of any profile was
obtained by representing that profile in terms of Fourier
cosine series ‘and using that part of the .cries having a
wave length 4 < X\ < 64 ft. This part of the series was
termed as a microrelief packet which was assumed to have all
information about the profile. Based on the amplitudes of
the predetermined number of harmonics the following components
of roughness were computed which in fact represented the
specific geometric property of the microrelief features.
Relief factor (M). It refers to the average changes

in elevation as a profile is
traversed.

Specific relief factor (A). It represents average
height of major relief
feature.

Slope factor (P).’ The term represents average

steepness of relief features
along the direction of movement.

Structural homogeneity factor (K) The term refers
to the extent of
the repetitive
tendency in the
microrelief feat'.res.

Avoidance factor (p) This quantity is a measure
of the difficulty encountered
in traversing the terrain.

Cell length (CL) It refers to the distance one must
traverse from a given origin in
order to encounter all significant
features of the terrain.

Several areas consisting of different types of microrelief
features in southern California were selected for mapping.

These maps were then used to develop fan shaped radial profiles
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which in turn were subjected tc mathematical analysis to
. . .
compute roughness components. The magnitude of roughness

components were compared to study the relative roughness of

different areas.

It is evident from the review of literature that
depression storage has been considered in most of the
hydrologic investigations. The magnitude of depression
storage volume and its time distribution has been arbitrarily
assumed because of the lack of data and unavailability
of a suitable technique for measuring the geometric
properties of depressions. The method of measuring total
volume of depression storage suggested by Mitchell (1970)
and Barron (1971) are applicable only to level surfaces.
The method of determining surface elevations using
specially designed point gauges, lacks adaptability to
other types of surfaces. There is, therefore, a need for
developing technigues for measuring surface elevations
which could be aﬁaptable to any type and size of surface,
and also for determining thz geometric properties of
depressions.

The description of surface roughness by various
indices suffers from serious limitations pointed out earlier.
The method of spectral analysis which has successfully
been used in oiier fields has limited application in

describing surface roughness in relation to hydrologic

response of a surface system. The concept of roughness

el S TP RO e W
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suggested by Stone and Dugundji (1965)ais more meaningful

in a physical description of surface roughness. It

considers different geometric properties of a surface

i P i i e

which contribute €6 roughness. The concept ﬁf roughness,

though developed for macrosurfaces can be adapted to

describe surface roughness assoc1ated w1tn microsurfaces.
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In view of the importance of the surface properties
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in controlling the hydrologic responae of a. surface
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system and the lack of adequate technlques and data the
przsent investigation has been proposed with specific

objectives outlined in Chapter 3.
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3. OBJECTIVES

The specific objectives of the prcposed study are as follows:
l. To investigate the adaptability of a
photogrammetric technique for developing
a digital surface model of a microsuxrface.

2. Tc develop a digital technique for determining
the geometric properties of depressions using
a digital surface model.

3. To investigate the frequency distribution
of the geometric properties of depressions
and the appropriateness of known probability
distribution models to describe the observed
distributions.

4. To develop or adapt a method for quantitative
description of surface roughness of a
microsurface.

5 To investigate the seasonal changes in
boih surface properties, ie. depression
storage and surface roughness.
The plan of operation proposed for the accomplishment
of the above objectives starts with the development of a
work of the techniques for the description

theoretical frame

of the geometric properties of depressions and surface

roughness. The development of these techniques, involving

the use of a digital surface model, in fact is the basic

obiective of the proposed study. A sample digital surface

T
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model is initially used for this purpose. Subsequent to
the development of a theoretical framework, a study area
is selacted for application of the techniques. The
description of the study area, sample plots and the method
of collecting data are presented in Chapter 5. This is
followed by the descriptions of the photogrammetric
tecanique used for the development of digital surface
models of the plots selected in the study area and processing
of these models to obtain data of the geometric properties
of depressions and surface roughness. The analysis of
data and discussion of the results are then presented.
Finally the conclusions of the study in the 1l1jght of the

above objectives are drawn.



4. THEORETICAL FRAMFWORK

4.1. GENERAL

A digital surface model can be used to determine
surface properties such as slope, contours, ridges and valleys,
watershed pboundaries, drainage channels, storage, roughness
parameters, etc. In fact, such models can provide all
jnformation which is presently collected from the topographic
maps Or actual field surveys and measurements. This -infor-
mation could be obtained with the aid of techniques suitable
for analysing digital surface models. The present study is
confined to the problem of developing suitable techniques for
determining the geometric properties of depressions and

gurface roughness parameters using a digital surface model.
4.2. ESTIMATION OF GEOMETRIC PROPERTIES OF DEPRESSIONS

4.21. Basic Considerations

The techuique proposed for determining the geometric
properties of depressions, including the volume of storage,

has been based on the following criteria for evaluating

its sujitability:

1. the method should allow relatively easy and
rapid determination of geometric properties of

individual depressions;

2. the method should be accurate and
precisei

3., the method should be applicable to any surface
from the microrelief of a soil, to the macro-
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relief of large areas haviig large size
depressions,

The surface can be described in terms of measurable
geometric properties such as surface elevation differences,
surface slope or gradient, and a density of stationary points
such as maxima, minima and saddle points, etc. All these
properties are determined by the point values of elevation
taken on any surface. In fact, the ‘rariability of these
point values gives rise to the above properties. Surface
elevation data is therefore, more appropriate for such
investigations. Such data may consist of elevations taken
at regularly or irregvlarly spaced points. Irregularly
spaced data points are difficult to work with, whereas
regularly spaced data, though sometimes operationally ex-
pensive, are more readily analysed. This has prompted the
use of elevation data of points spaced regularly on a square
grid. The digital surface model is of the form of a matrix
consisting of M rows and N columns where an element ij is
denoted by Zij' This matrix is the input for the subsequent

analysis of the surface properties. A portion of such a

matrix is shown in Fig. 4.la.

4.22. Measurable Geometric Properties of Depressions
The total volume of depression storage on any surface

is the sum of the volumes of all individual depressions.




50

Each depression is characterized by its geometric prop-
erties such as depth, surface are;, and volume. The det-
ermination of these properties with the help of a digital
surface model consisting of a matrix of elevation constitutes
a problem of recognition, isolation, and measurement of
individual depressions.

In order to recognize a depression it is essential *>
consider a few characteristic points which fall within its
extent. The first such point is the lowest point of a
depression which could easily be identified by comparing this
point with its adjacent points or neighbours. Therefore,
any point that is lower than its neighbours is the lowest
point of a depression. This point is termed a low point.

For isolation of a depression it is essential to det-
ermine its boundary. Each depression has some specific
storage capacity after which it starts overflowing at one
or more points. Each overflow point, termed a pour point,
defines the boundary of the depression in the sense tnat
all other points associated with any low point having
elevations lower than the pour point form part of that dep-
ression. And so a depression can be isolated by identifying
a low point, a pour point or points and associated depress-
ion points.

The information obtained in the process of isolaticn

can be used for computing the geometric properties of depress-

jons. The elevation difference between the low point and

the pour point yields the maximum depth of a depression. The

*surface area is defined on page 55.
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product of the number of associated depression points including
the low point and the grid area gives the maximum surface area.
The volume of storage can then be determined from the surface
area and depth values.

This general approach is applicable to any type and
size of depressions. Depressions may be simple, having
only one low point, or complex, having more than one low
point. A complex depression consists of two or more simple
depressions which operate separately until two or more
boundaries coincide with each other at one or more points.
Such a point is termed a shared pour point. At this point
or points, the associated depression points of the simple
depressions are pooled and the depression is considered
ay one.

Before describing the technique for identifying and
characterizing the information on depressions, it is approp-
riate to provide formal definitions of the characteristic

points of a depression described above and some other terms

tc be used later.

4.23. Definition of Terms

The terms used to denote the properties of depressions

are defi-ed below.

Initial low point (ILP). A point Zij is considered as

an initial low point if it is equal to or lower than its

four adjacent points located at right (Zi,j+1)' left (zi,j-l)

above (Zi—l,j) and below (Zi+l,j) as shown in Fig. 4.1b.
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It involves a four point comparison. In the case of equal
elevations of adjacent point or points, the point with higher
coordinates (X,Y) is taken as the low point. This criterion
excludes all points along the edge of the matrix ani ac¢jacent
to an undefined point or element from consideration of an

initial low point.

Pour point (PP). It is a point Zij in the basin area
at which the depression overflows its boundary. The pour

point may be unique or multiple.

Active pour point (APP). It is a point Zij at which
a complex depression finally overflows its boundary.

Shared pour point (SPP). It is a pour point which is

common to two or more depressions.

Associated depression points (ADP). The term refers

to all other points lying within the surface area of a
depression at the elevation of the pour point.

Basin. The basin definition includes all points ass-
ociated with a given initial low point up to and including

the pour point or points. It has been used interchangeably

with depression.

Simple depression (SD). It is a depression which has

one luow point and has no shared pour point as shown in

Fig. 4.2a.

Complex depression (CD). It is a depression which has

more than one lc« point and has one Or more shared pour

points. It consists of more than one simple depression as
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shown in Fiqg. 4.2b and c.

Maximum depth. The term represents the difference in

elevation between the initial low point and the pour point.

Maximum surface area. It is the water area at the

pour pcint elevation. It is also referred to as the basin

area when the depression is full.

Basin order. It is convenient to classify depressions

on the basis of their grouping or nesting to study their
hierarchic structure in relation to the controlling factors
such as soil, slope, topography, management practices, etc.
It will also help in the computation of volumes at different
levels. A simpie depression is designated as the first order
ba;in as shown in Fig. 4.2a. A complex depression with more
than one first order basin is designated as second order
basin. A third order basin contains one ,r more second

order basins and so on up to Kth order which will have an
active pour point to drain the water in excess of the storage

capacity of the depression.

Level. The number associated with the term 'level'

represents the order of the basin and is used to specify the

low points. For example, level one is the set of initial

low points and level two is the set of low points at the

elevation of shared pour points and so on up to the highest

order as shown in the link list in Fig. 4.24.
4.24. Identification of Points

The digital surface model, constituting a matrix of
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elevation points, is scanned for the initial low points,
associated depression points, and pour points. These points

are required for computation of surface area, depth, and

volume of_storagé:ﬁ The procedure is as follows.

1. Identify all the low points and list them as initial
low points with their coordinates (X,Y).

2. Go to a low point and find the next higher point by
comparing the low point with its four adjacent points. List

all five points which have been compared including the low

point.

3. Go to the point selected in step 2, and compare it
with those of its adjacent points or neighbours which have
not been compared earlier to find if any cne of these is

lower. If so, this point is a pour point and the basin is

complete. If not, find the next higher point out of the

points listed in step 2 and adjacent points compared. Add

the compared points to the list.

4. Go to the point obtained in 3, and search for a

lower point by comparing it with its adjacent points. If

there is no lower point enter the compared points in the

1ist and find the next higher point in the augmented list.

5. Go to the point obtained in 4, and repeat the

process of checking, comparing, and listing all points till

a pour point is obtained. This point is the point of over-

flow and marks the end of the storage zone.

6 Delete all the points higher than the elevation
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of the pour point. A listing of points in ordet of increasing

elevation facilitates this step.
7. 1In the case of complex basins, the same procedure ;
is followed separately for each simple depression up to
the level of shared pour point. At this level, the points
in the lists associated with each low point of the simple

depressions sharing the pour peint are combined, and the

procedure repeated till an active pour point of the complex

A RD SO oL
) e

basin is obtained.

4.25. Computation of Volume of Storage

Let the points in the list be represented as Zl’ Zz-———Zn

is the low point, z2 to Zn are the associated

and Z__, where Z

PP 1
depression pojiats and pr is the pour point. Consider cach
point Zi' where i = 1, 2, 3, -- n, as the centre of the base

of a vertical cylinder having a length equal to the difference

between the pour point pr and Z,, as shown in Fig. 4.3a,b.

0
&
i

Let the base of the cylinder be represented by 'a' units
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in the X direction and 'b' units in the Y direction with an ;%
4

i K] ! .

area 'ab' equal to the size of the grid. The volume of lﬁ
storage can be computed as follows: iﬁ
it
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For the case of a Square grid, equat’ion 4.1 becomes,

. 2 ¥
V = a®(n 2 - ) 2,) 4,2
PP 421 1t
where: V = cthe sotrage capacity of a basin, in cc.,
pr = the elevation of the pour point, in cm.,
Zi = the elevation of the low point and associated

depression points, in cm., and
n = the number of points up to but excluding the
pour point.
The surface area and the depth of each depression may

be computed by the following relationships.

Surface area (SA) = n x a x b 4.3

Z__ -2 4.4
PP 1

maximum depth (D)

where Zq is the elevation of the initial low point. In the

case of a complex basin, Z4 is “he elevation of the lowest

initial low point.

4.26. Sample Computation by the Proposed Digital Method
Fig. 4.4 shows the grid point elevations of a portion
of a sample plot obtained by the photogrammetric technique.

Consider a matrix (ij), where 1 < i < 10 and 1 < j < 6, and

a given elevation Zij' The point 2,,(13.42) is a low point

as it is lower than its four adjacent points Z45, 234, Z43

and Ty - The next higher point is Z43(l4.?7) which is

compared with those adjacent points not considered earlier,
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ie. 2,40 which is higher. Consider the augmented boundary

consisting of 245, 234, 243, 254 and 249 and find the

next higher point which is 254 (15.99). Compare this

point with its adjacent points Zegr By and 2 all of

53 55
which are higher. Consider now the augmented boundary con-

sisting of Z45, Z34, 243, 254, 242, Z64’ 253 and Z55 and

find the next higher point which is 253 (16.40). Compare
Zg4 with its new neighbours Zgo and Zg3 which again are
higher. Proceed as before until point Zg3 is reached and
and 2

82’ “g4 93
for the existence of any lower point. The point Zg3 (18.85)

compare it with its adjacent points 2

is lower than the point 283 (19.27) and therefore, the
point Zg3 is a pour point at which the depression will over-
flow its boundary.

Censidering all the points lower than the pour point

Z the following associated depression points are obtained.

83’

Point Elevation (2) Point Elevation (2)

CI. Coi.
i 13.40 ADP 18.63

Low point 18.74
14.73 18.74

ADE 15.99 18.84
16.40 18.91
17.16 18.91
17.54 18.99
17.90 19,11
18.08 19.18
18.09
18.53 PP 19.27
18.53

18.51
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'e summarize the information, the required properties

have been computed below.

Z, = 13.40 cm.
X
Z__ = 19.27 cm.
PP cm
'z, = 375.01 cm.
n = 21

ab = 6.25 cm?.

Maximum depth (D) 19.27 - 13.40

5.87 cm. (From equation 4.4)

1l

Surface area (SA) = 21 x 6.25

131.25 sgq. cm. (From equation 4.3)

Volume (V) 6.25 (21 x 19.27 - 375.01)

185.37 cc. (From equation 4.1)

4.27. Comparison of Résults with Contour Area Method

The proposed digital method of computation of volume
considers each grid as a vertical cylinder with base equal
to the grid area and height equal to the difference
between the grid elevation and the pour point. This is a

valid calculation and is the best that can be made without

assuming continuity of surface. It also includes tilted

plane surface elements. The methcd is likely to introduce

some error in the estimation of volume of vertical cylinders

along the boundary of a depression. But the resulting

error is expected to be too small for any significant effect

T8y



on the accuracy of volume estimation.

The reliability of the digital method was studied
by a comparison of the estimates of volume with similar
estimates obtained by the contour area method. The grid
data were used for drawing of contours representing grid
elevations, as shown in Fig. 4.4. For example, the contour

of 14.73 cm. passed through the point 2 The water held

43°
at this level was assumed to cover an area equivalent to
the area enclosed by the contour. Similarly, the contour
of 19.27 cm. passing through the pour point 283' enclosed
the maximum water area when the depression was full.

The volume of storage was estimated by planimetering
the area enclosed by each contour and computing the volume,
equal to half the sum of the areas of two consecutive
contours multiplied by the difference in the elevations
of the two contours.

Table 4.1 gives the volume of storage as obtained by

the two methods for a few selected depressions.
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Table 4.1. Depression Storage Volumes Computed by Contour
Area Method and Digital Method

SRS LN

B AN ke e S

Lo Storage Capacity

Depression

No. Contour Area Method Digital Method

cc. cc.

1 13.66 13.75
2 14.34 15.37
3 37.21 38.19
4 190.12 185.37
5 62.59 59.10
6 25.24 25.69
7 63.86 62.31
8 22.28 25.75
9 23.81 25.12
10 84.43 94.69
11 2.63 3.50
12 3.37 3.44

Total 543.54 552.28

it s BTy

i S e
e e s

The difference oetween the total volumes as obtained

by the two methods is negligibly small. The volumes of

individual depressions are also comparable. Fig. 4.5 shows

the plotting of volumes given in Table 4.1 and the line

of best fit obtained by the method of least squares. The

L G S
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regression line exhibits a slope not significantly different
from the equal value line. The relationship is highly

significant with a coefficient of determination of 0.9952.

4.28. Evaluation of the Digital Method

It would be appropriate at this stage to evaluate
the proposed digital method in light of the criteria of
suitability laid down earlier.

From the details given in the preceding sections, it
is evident that the digital method may be applied simply
and rapidly, allowing the saving of considerable time. The
simple logic of the method lends itself to computer programming
which, in addition to saving of time and cost, can handle
any number of digital surface models.

The results obtained by the proposed method ~re very
close to that obtained by the contour area method for the

entire range of data. There is also no evidence of any trend

in the two sets of data. It is therefore, reasonable to

assume that the proposed digital method is as reliable and
precise as the contour area method which is an accepted method

of volume estimation. + is difficult to establish the

superiority of one over the other in terms of relative

accuracy of computed volume of storage because of practical

difficulties in directly measuring the actual volume of

storage of a depression.

The method is applicable to digital surface models

representing both macrosurface and microsurface having any

it
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number and size of depressions. Though the method has not
been applied to any other type of surface, characterized by
large natural or artificial depressions, there is nothing

in the basic.approach which may restrict its applicability
to macrosurfaces. The only input data needed is a matrix of
elevation contained in the digital surface model of any
surface.

The proposed method is confined to the estimation of the
geometric properties of depressions, but the basic approach
could be utilized to develop techniques for determining
information on other properties of the surface or terrain.

It is evident from the above discussion that the proposed
digital method meets the criteria mentioned earlier. Having
ascertained the suitability of the method, a computer program
has been developed. The algorithm design considerations

and the details of the computer program are discussed in the

following sections.

4.29. Algorithm Design Considerations
The problem of volume estimation on a surface by the
digital method discussed earlier can be considered in three

parts:

1. 1Identification of initial low points on the surface,

indicating the location of depressions,

2. Identification of associated depression points and

pour point or points of all simple and complex depressions,

and



68

3. Computation of surface area, depth, and volume of
storage for all depressionc.

The following design considerations are required in
the development of an algorithm for computer programming
using a digital surface model.

a. Completeness of Points.

A point must have four adjacent points to be considered
as a low point. The algorithm rust provide for such situations
as edges of the matrix and points adjacent to an undefined
area. The undefined area itself has to be identified in some
way such as a large negative number.

b. Equalities of Points.

A depression may have more than one pour point, shared
pour point, and a few associated depression points with the
same elevation. The algorithm design must provide for
identification and processing of such points.

c. Level Identification.

In the case of complex basins, a concept of level has
been introduced to indicate the order of the basin and compute
the volume of storage as it builds up from one level to the
next higher level. The first order basins may have a common
or shared pour point with a fixed number of associated
depression points defining each basin. The two or more simple

depressions constituting any complex basin will fill up

independently up to the elevation of the shared pour point(s).

This is designated as level 1 and represents the volume of
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storage of the first order basins. Similarly the shared
pour point elevation of the second order depressions is de-
signated as level 2, and so on up to the Kth level. The

th - s
K level containing Kth order basins will have one or more

active pour points at which the cpmplgx basin:overflows
after it is filled to its capacity;‘£Aii“the associated
depression points up to this level will Qeﬁine_the complex
basin having initial low poihts obtained‘dﬁring the first
scanning of the matrix. The algorithm must provide for the

identification and flagging of each level with its char-

acteristic points.

4.30. Algorithm Design and Computer Programming

The system flow logic, shown in Fig. 4.6, operates in
the fcllowing four distinct stages.

1. Identification of Initial Low Points

The initial low points are identified and flagged
with their coordinates (X,Y) by a scanning of the matrix by
row, moving from left to right, and from top to bottom.
There is nothing particular about the direction of scanning
as other systems could be followed. The scanning involves
the comparison of each point with its four adjacent points
or neighbours to check for its being a low point. The
edges of the matrix and the points adjacent to an unident-
ified point are not considered for scanning. 1In the event
that two adjacént points have equal values, the point to the

right will be defined as a low point. This ~hoice has been
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favoured because of the order of scanning.

2. Basin Definition for Each Initial Low Pcint

For each initial low point all associated depression
points are deﬁéfmined and flagged with their coordinates
which constitute or define the basin. The pour point(s) is
also flagged. The procedure for determining the associated
depression points and the pour points discussed in section
4.24 has been incorporated in the algorithm design. 1In the
case of two or mure associated depression points having the
same elevation, each is compared with its adjacent points.
When the edge of the area is reached, the scanning is
stopped and the edge point is taken as a‘pour .point. Each
basin thus identified and defined by the associated de-
pression points and pour point(s) is flagged with a serial

number for subsequent identification. The volume, surface

area, and the maximum depth for each basin are then computed.

3. Low Point Location for Higher Order Basins.
The purpose of this stage is to determine the location
of the low point at any level 'K' when K > 1 and to build up
a link list describing the surface structure of the complex
basins. All the flagged points obtained in the first stage
are searched to identify the shared pour points indicated
by the equal value coordinates. For each complex basin thus

identified and flagged, all the associated depression points

of the constituent first order basin are pooled to get an
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augmented boundary. The associated depression points in
the pooled list having elevations equal to or lower than
the shared pour point are assigned the elevation of the
shared pour.point obtained at the first level. The associated
depression points having elevations higher than the shared
pour point elevation are then selected in order of increas-
ing elevation ani compared with their respective adjacent
points, as done in stage two, to define the basin at level
2. The above procedure is repeated till all the levels are
completed and an active pour point is obtained. The link
list as shown in Fig. 4.2d consists of a pair of basins

at any level which are found to have shared pour point(s)
and a new low list contains the low point number for the

basin to be defined at level K.

4. Summary of Geometric Properties of Depressions.
This part of the computer program summerizes thLe
information on storage vcolume, surface area, and maximum
depth for each depression. 1In the case of complex basins
the numbers of the lower order basins are also listed. The
total volume of storage on the surface represented by the
digital surface model is also computed and given in the
end. The computé? program developed with the help of the

Institute of Computer Science at the University of Guelph is

shown in Appendix B. The output consists of the following:

(1) Print output ~f the input data.

(ii) List of initial low points with their coordinates.
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(1ii) List of basins with coordinates of low points,
pour points and  associated depression points
along with the computed values of volume,
depth and surface area.

(iv) List of new basins formed from basins
sharing pour points along with a link list.

(v) List of complex basins with constituent
lower order basins and computed values
of volume, depth and surface area.

(vi) Volume of storage for the area represented
by the digital surface model.

The algorithm design is set up in such a way that the
program can suitably be modified to provide the information

on other properties of the surface.

a

4.3. QUANTITATIVE DESCRIPTION OF SURFACE ROUGHNESS

4.31. General

The overall roughness of a microsurface (defined in
Chapter two) which controls the hydrologic response of the

surface to any rainfall event consists of the following

components:

(1) Particle roughness,; due to soil grain on
bare areas.

(ii) Form roughness, dug Fo small scale top-
ographic irregularities caused by the geo-
morphic processes, geomorphic roughness, on
which are superimposed the irregularities
caused by the tillage operations, tillage

roughness.

(iii) Vegetative roughness, due to the physical
ohstruction and retarding influence of

plant growth.
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The present study is concerned only with a quantitative
description of form roughness. The effect of vegetation

has been excluded by considering only a bare surface.

4.32. Basic Considerations in Seléction of Methodology

Although a power spectral density function has success-
fully been used for describing surface roughness in a
variety of problems, its application has been limited in
describing the microsurface of interest to hydrologists.
The reason appears to be the lack of information about the
form of the transfer function of the surface system which
does not permit the evaluation of the response function.
For this reason the spectral density approach provides
information only on the frequency composition of data as
inferred from the shape of the power spectrum.

Also a puwer spectral density function considers
roughness as being coritributed only by the height of micro-
relief features reprééented by the point elevation values.
In fact, roughness is caused not qnly by the height but
also by other geometric properties of the microrelief

features such as slope, number, and areal pattern of dist-

ribution, etc. Therefore, surface roughness cannot be

completely described by any single property of the microrelief

features. For a complete description of surface roughness

all the important properties of the microrelief features

have to be considered.




The geometric properties of microrelief features which
give rise to specific types of roughness can be considered
as independentucomponents of roughness. This permits
independent comparison of two or more surfaces in terms
of one or more components for the determination of the -exact
nature of differences in surface properties. Knowledge of
the nature of surface roughness is important in the analysis
of the effect of roughness on the response of a surface system.

The method proposed by Stone and Dugundji (1965) for
studying macrosurfaces by considering roughness as being
caused by more than one geometric property of the micro-
relief features, appears to be quite realistic. This method

can be adapted for describing the roughness of microsurfaces.

4.33. Physical Concept of Roughness

The concept of roughness and mathematical formulations
that follow have been adapted from the work of Stone and
Dugundji (1965) on terrain roughness for the design of
vehicle suspension systems. Their approach considers a
profile taken on a smooth surface to be represented by a

straight line. A rough profile indicates a random occurrence
of small ridges and valleys or depressions, termed earlier

as microrelief features, which give rise to roughnessr What
constitutes the roughness of the profile in gquantitative
terms requires identification and description of the geo-

metric properties of microrelief features. A few of these

are height, slope, and frequency of occurrence which are
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considered below.

1. Height of microrelief features

first visual considerations regarding the relative roughness
of two profiles represeunting two surfaces. If a profile is
represented by a periodic function, the height of the micro-
relief features are equivalent to the amplitude of the
oscillations. There:ore, the amplitude of any oscillation
must be an important component of roughness. This is termed

the relief factor (M).

2, Slope of microrelief features

The steepness of the slope of microrelief features is
another property which aids in decision about the relative
roughness of two profiles. The steeper the slope of the
microrelief features, the rougher is the profile. The
steepness of the slope is a property associated with the wave
length of the periodic function representing the profile.
Therefore, the steepness of any oscillation is another
important component of roughness which needs to be accounted
for in a meaningful definition of roughness. This is

designated as the slope factor (P).

3. Frequency of occurrence

In the case of similarity of two surfaces with respect

to height and steepness of the slope, another consideration
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is the frequency of occurrence of microrelief features. The
profile with a frequent occurrence of microrelief features
at more or less reqgular spacing is rougher than one with
less frequent occurrences. Therefore, the periodic repetition
of microrelief features is also an important component of
roughness. This is known as the structural homogeneity
factor (K).

Since each of the height and steepness of a slope
provide a measure of the degree of roughness, the product
of these two quantities can be used as another term which
reflects overall roughness of the surface. This guantity is
termed the resistance facter (p) which is equivalent to the
avoidance factor of Stone and Dugundji (1965).

There is another apparently useful quantity termed
the cell length (CL) which indicates the length of profile
where all significant microrelief features are encountered.
The usefulness of these quantities with respect to their

ability to describe surface rocughness will be revealed DLy

the results of the analysis.

4.34. Definition of Microrelief Features of Microsurface
The above described roughness elements can be deter-
mined from a Fourier series analysis of nrofiles taken on
any surface. The surface irregularities are caused primarily
bv high frequency terms of the Fourier series which depends

on the horizontal distance of the predominant microrelief

features The microrelief features associated witl. the
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microsurfaces consist of short length topographic variations
caused by small scale geomorphic processes and on which are
superimposed the microrelief features generated by tillage
operations. A horizontal distance of 60 centimeters appears
satisfactory as an upper limit to be considered for micro-
relief features since such distance includes most significant
microrelief teatures contributing to roughness. The lower
limit of horizontal extent of microrelief features depends
on the relative contribution of small microrelief features
to overall roughness, the spacing of available data and
the requirements of numerical analysis while using discrete
data. A lower limit of 5 centimeters is considered adequate
since the contribution to roughness by smaller microrelief
features may be negligibly small. This requires elevation
data with a spacing of 2.5 centimeters, which has success-
fully been obtained in the earlier reported studies. This
also meets the requirement of the numerical analysis which
needs two to three points for the shortest wave length for
a reasonable accuracy in the computation of Fourier co-
efficients.

Using the above limits the microrelief features of
any given profile can be quantitatively defined as any
ridge or depression having horizontal extent of 5 to 60
According to this definition, the part of the

centimeters.

Fourier series expansion containing wave lengths 5 < X < 60
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is assumed to contain all information about the geometric
properties of the microrelief features associated with any
profile. This part of the Fourier series may be processed
to obtain the roughness elements. The microrelief features
with horizontal extent of less than five centimeters and
more than sixty centimeters need not be cbﬁsidered on the
assumption that their contribution to total roughness is

insignificantly small.

4.35. Fourier Analysis of a Profile

Let f(x) be defined in the interval 0 <x < L and

T,

2xtended with period 2L as shown in Fig. 4.7.

£
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4.7. Periodic even function f(x) and its periodic ext-

'ig.
ension.

. Fourier series can be used to represent £(x) in the given
nterval. It also represents the periodic extension of £ (x)
The function 'f' is an even function

utside this interval.

f 'x' in the given interval since,
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f(-x) = f(x) . 0 < x <L

The function f(x) can therefore, be represented by the

Fourier cosine series given below:
£(x) = a, + } a_ cos X, (mo < X < )

1 L
where: a, = J f(x) dx , and

0 i
0
2 L , nnx
an =1 0f(x) cos—— dx, (n=1,2,... )

The term a, is the amplitude of nth harmonic. The frequency

2L

is given by nt » and the wave length by - * In view of

L
the definition of microrelief features, the smallest wave
length for which the harmonic is determined is 5 cm. If the
length of the profile is 200 cm., the number of harmonics
required to be calculated is 2—%—322 = 80, a rather large
number. It appears adequate to use only 12 harmonics with
wave length 5< A < 60. The method suggested by Stone and
.Dugundji (1965) may be used to compute the amplitudes for
the entire length of the profile. It is as follows:

(a) Divide the profile into segments with
£ =12 x 2.5 = 30 cm.

(b) For each segment of 30 cm. compute the first .2

harmonics.




a; . ay a3 y =m==e- r Ay, 28 s x < 32

(k) (k) (k) (k)

e i, g

r 815 (k=1) £ < x < k&

where k is the number of segment.

(c) Calculate

(1) (2) (k)
Lo a, +a, F mm———— + a
al = ~Baeem- gceremmimeeeeB. | 5 is even, and
(Ty#. (2) - o {k)
a, = ta v+ m———— % a
a_ = =SammZ8 s —=-8- " 5 is odd.
s X :

It can be shown that a_ is the amplitude, with period

&0 , for the entire curve £(x), on the .nterval 0 s x s k&
]

(Stone and Dugundji 1965). The above piocedure gives the
harmonics of period 60, 30, —------ » 5 cm. irrespective of

the length L. The proof is shown below.



82

23 = | 200 cos ¥ a

5 (2L _ ,
. g =7 ] £(x) cos 911‘5."_;.3,(
= (-1) szj 2£f(x) c 68..'« e 3 d x
z 2 —7— dx
Adding, gives
(1) (k)
e === + (-13Uy
as = T .
| 34
1 2 I STX
=r° f(x) cos dx
kK Tl A
kZ
= E% JO £(x) cos §§%§ dx

The above equation shows that a_ = agi, which is the

amplitude of the harmonic with wave length Eé = Eg .

Since only the high frequency terms of the Fourier

series expansion are considered, the series reduces to,

2 )
-® < X <
a, cos =g ( )

g{x) =
1

Il b=

n

The above equation contains all information about the
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geometric properties of the microrelief features associated
with any profile that give rise to any specific type of
roughness. It is not an exact representation o7 the profile,
since only 12 terms are considered, but it contains infor-
mation about the significant microrelief features. This

may be processed to obtain the different roughness elements.
4.36. Mathematical Formulations of Roughness Elements

4.361. Relief Factor (M)
Let the high frequency terms of the profile be

represented by the equation

12
g(x) = 7} a, cos w, X
n=1
= DT
where: mn =35 -

The expressions

1 (® 1 (& J8E = 0
55 J_Lg(x) dx = 5% J—L I(a cos w x)dx =
and
1 f 2 1L2
= dx = = J (a_ a_ cos w_x cos w_x) d4dx
2L J_ng(x)l 2L} _p s
1 .2
=33,

6N ;::f:;'-"v"':
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since the system of functions cos ¥, n=1,2, -—----
is orthogonal on the interval ~L < x < L for all n and s.
Assuming that Fhe function g(x) is a random variable
on a probability space -L s x < IL with probability P(x)
P(x) =‘lL + then the expected value and the variance are

given by the relationships,
E(g(x)) = 0 , and

var (g(x)) = 3 Ja2

The quantity %Zai ; Or simply Zaﬁ r easures the dispersion
of the values of g(x) which has the expected value equal to
zero. It also indicates the expected range of heights of
microrelief features. The larger is this quantity, the
taller are the microrelief features. As Xai + 0 , the

surface becomes smoother with no microrelief features.
Therefore,

2

Relief factor (M) = jJa-

4,362. Slope Factor (P)

Differentiation of function g(x) yields,
g'(x) = -§%Zn a, sin w x ,

Considering the function g'(x) as a random variable on the

interval ~L < x s L, one can show that
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E{(g'(x)) = 0 , and

2
var (g'(x)) = 3 L. fn%a 2 .
30 n
U L T
As the quantity ) is a constant and is independent of

.~ 30
the curve being considered, it c¢. n be ignored. Therefore,

the expected fange of slope of the microrelief features

is defined by 'the relationship,

Slope factor (P) = znzan2 .

From the above relationship, the larger is the value of
the slope factor, the steeper are the microrelief features.

2
If anan“ > 0 , the surface tends to smoothness.

4.363. Structural Homogeneity Factor (K)

Stone and Dugundji (1965) define a discrepancy or
difference function D(1) which measures the difference of
microrelief between the length x and (x + 1) as,

L

D(t) = 5—% J ng(x + 1) - g(x) Izdx

Expansion gives,

L L
D(t) = 5= J g (x+1) |? ax + —éLj_ng(m | 2ax

- % j g(x) g(x+1)dx

Since the functions are integrated for the entire period,
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JL lg(x+1) |? ax = [L

[g(x)|2dx '
-L ‘=L

The equ..tion reduces to

4

’ " (L I
D(t) = % J L]g(x)lzd*;%prix + 1)g(x)dx

-L

The second term of the above equation is the auto-
correlation function R(1), and the first is thé auto-

correlation function when t = 0. Therefore,
D(t) = R(0) - T(T) .

The difference function can be shown to have the following

properties.
D(0) =0
D(t) 2 0 for all T ,
[D(t)]| < 2 R(0) for all t, and

D(t) = D(~1t) for all 1 .

The autocorrelation function of g(x) representing a

profile is given by the relationship,

I
R(t) = J g(x+t) g(x) dx ,

-L

(o E

!
ol [

L
j LZas 8, COS w X COs w_(x+7) dx ,

2
Xan cos w T .
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By considering the autocorrelation function R(1) and the
difference function D(t) as random variables in the prob-

ability space -L < x < L, one obtains the following

relationships,

E(R) = 0 ,

Var (R) = 4

Nj =

la,

E(D) = R{(0) };',;

Ty

(44

= Zaz 5@

"n i’_‘;—

_Lly 4 3

Var (D) = 5 Ean 5%%

i3

Introduction of the above values in the Chebyschev inequality ﬁ%
i

gives, 35

Var(p)  , Jal
Prob {TID(T) - R(0) IZR(O)} < [R(0)2] =3 [232]2
n

o e i3

For the relation [D{t) - R(0)] z R(0) to be valid, either
D(1t) = 0, or D(t) = 2 R(0). If D(t) = Q, the function
g(x) coincides with itself when shifted to T units to

the left; if D(t) = 2 R(0), then R(t) = ~-R(0). This means
that the curve g(x+t) is negatively correlateg to the

a

. i}
function g(x). Therefore, the quantity 5 EE-E;E reflects
a
n

the tendency of the microrelief features to be repeated.

The structural homogeneity factor is given by,

TR 1 L
il Gy Lo i
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Homogeneity factor (K) = = ==B___

The smaller the value of K, the more diverse are the ﬁ

microrelief features. Tt will also appear from the

above relationship that for a smooth surface with no

microrelief features, K is undefined.

e T S T
BT =L e, =

e

4.364. Resistance Factor (p)

A

According to Theorem 4 of Stone and Dugundji (1965),
the autocorrelation function and the difference function
can closely be approximated by the following relationships

which are algebraically easier to handle.

1
o
(=]
1
|
I
|
)
!
1
!
W
o]
foh

R(T)

D(t) = i

Let 17_ be the distance required for the autocorrelation
function to become zero, at which point there is no
correlation. The average rate of decrease in correlation
provides a measure of overall irregularity of the profile.

This rate has been termed the resistance factor (p). By

equatinng(T) = 0, ™ can be computed to be,

-
e}
N
-
wWIN
:} 29}
oo
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The rate of decrease in correlation is given by, ok

Substituting the known values, : o

. / R(0) [R" (0) ]
2

Differentiating (1) twice, and evaluating R"(t) at 1 = 0,

and substituting,

1 2 2 2
P = 5% V2 Jﬂzan)(zn ay) -

Neglecting the constant term and the square root operation,

the above equation reduces to,

2 2 2
Resistance factor (p) = (Ja %) (Jn“ a ).

The resistance factor is the product of the relief
factor and the slope factor and this single quantity
thus accounts for both the roughness elements. Obviously

the larger the value of the resistance factor, the larger

is the overall irregularity.

4.365. Cell Length (CL)

The term cell length represents the length of a

profile from any given origin which exhibits all the




J0 i

existing microrelief features. The concept of the term
and mathematical formulation is given below.

Consider the difference function D(1), with
expectéd bélue R(0), where R(0) is not egqual to zero and
therefore, R{1) exists. The function D(1) is periodic
with D(0) = D(L) = 0. Let Tg be the last time in the
interval 0 < Tt < L that D(t) attains its average value
R(0) after which the difference becomes smaller and finally
goes to zero. At this point it may be said that all
significant microrelief features have been accounted for
or considered since after Ta the difference is less
than average iritiaily and finally goes to zero. Therefore,
the cell length ~an be defined by the distance 0 < x < Tar
and is applicable to any periodic curve.

Let 1, be the distance required for the D(1) to

0
rise from zero to its average value R(0) in the interval

0 < x £ L. Since D(t) is assumed to be a periodic even

function, To is also equal to the distance required for

D(t) to drop from its last average value R(0) to zero.

Therefore,

By definition, when T = 1, , D(T) = R(0). Substituting

in the above equation and solving for T,
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L] 3 O L] ! a
Since = /2 is approximately equal to half the interval
being considered, the relationship may be modified to
make it applicable to any periodic function on any

interval. That is,

Cell length (C.) = L(1 1 [ 12,
e eng ) =Ll -3 _;5;_= )
n

4.37. Summary of Roughness Components.
The mathematical relationships obtained for the
roughness components are presented below. These will be

used for computing roughness components of the selected

profiles.

2
Relief factor (M) = Ja

Slope factor (p?,= anan

Homogeneity factor (K) = z
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5. THE STUDY AREA AND DATA ACQUISITION

5.1. THE STUDY AREA

5.1317sfte"Selection
In pursuance of the objectives of the present study an

area was selected based on the following considerations.

1. Nearness of its location.
2. Representativeness of the area.
3. No outside disturbing elements.

4. Area large enough for the photographic cover-
age of the camera.

The area selected for the present study has been

described in the following section.
5.12. Site Description

The site of the present study has been the runoff plots
operated by the Department of Land Resources Science of the
University of Guelph. These .plots are located on the campus
of the University and are on the north eastern slopes of a
drumlin extending from the northwest to the southeast.

The drumlin, a characteristic land form of southern Ontario,
is composed of calcareous glacial till. During the course
of time it has developed a well drained loam textured soil
which has been classified by Ontario soil survey as Guelph

loam (Ketcheson and Onderdonk 1973 ).

The climate of the area is classified as humid with
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moderately cold winter and warm summer. The mean annual
precipitation varies from 30-35 inches including five to
10 inches-of-snowfall. The thunderstorms occurring durlng
summer-months—are of high 1ntensity.. The temperature rang-
es from a minimum of ~10% to —20 - to a maxlmum of 90 to
95°F, ‘ gl e T

Fig. 5.1 shows the plan of thé;h&éroicéiclstgtion
including the runoff plots. ihere are.io'piotc,'ecch 0.05
acres in area, with a length of 145 fectfaﬁdta Qidth of 15
feet. The land slope on the average rcngcs frdm seven
to nine percent. The spaces between the runoff plots are
utilized for non-experimental cropping.. These were avail-
able for the present investigation. During the year of
the reported study, the runoff plots were under maize crop
having different treatments.

The spaces between the plots shown as Block I, II, and
IIT in Fig 5.1 wer: selected for the study. The tillage
operations consisted of mould board plowing in fall and a
disc harrowing in spring followed by smoothing of the
surface with a spike tooth harrow. These are the standard
tillage operations required for planting of. corn in.this
area. The plots selected for this study were kept bare
throughout the period of investigation. The sporadic growth
of weeds was controlled by the application of herbicide.
Dead plants were removed from the plots to avoid any

possible obstruction to overland flow..

*snowfall is expressed as water equivalent

. g —- o
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5.13. sample Plots

Three blocks having comparable slopes were selected
with a view to study the homogeneity of the surface con-
figuration in relation to depression storage and roughness
and to draw inferences about the representativeness of the
data. It is reasonable to assume that some degree of varia-
bility exists in slope and surface configuration even in
the individual blocks along their length. Since the duration
and depth of overland flow increases with every increment in
length due to increase in catchment area, changes in
surface characteristics are likely to be more pronounced
in the lower portion of the blocks. Blocks II and III lie
between the runoff plots and have got varying widths along
their length. The narrower sections of the blocks imposed
some restraint on the movement of tillage implements which
might have contributed to the existing variability of the
surface properties.

The stereometric camera which was used had a specific
coverage when operated from a predetermined height. The
camera coverage in this case was about five feet by seven
feet from a height of about 10 feet. The limited coverage
of the camera did not justify the photographing of the
entire length of blocks because of time, labour and cost.
The only choice left was to sample the block in such a way

as to account for any such variabilities in the surface

configuration.

R s e AR
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Five sample plots of about seven feet by seven feet
size were selected in each block. The first sample plot
was loceted at a distance between 10 feet and 15 feet from
the upper bocundary of the block. Similarly the fifth sample
plot was located above the lower boundary of the block.
The sample plots 2, 3 and 4 were located approximately at

equal distances between the sample plots 1 and 5. The

size of the sample plots was selected on the basis of the

expected coverage of the camera from a height of 10 feet.

The height of 10 feet was considered adequate in terms of

the expected coverage, scale of the photograph and operational
efficiency. The number of sample plots and their spatial
distribution were considered adequate to represent the

biock. The number of sample plots though small could be

subjected to statistical aunalysis. The lay out of sample

plots is shown in Fig. 5.2.
5.2. DATA ACQUISITION

5.21. Sample Plot Lay Out

The lay out and demarcation of sample plots was
considered necessary in order to know the exact location
required for proper orientation of the camera while taking
the initial and also subsequeht photographs: A clearly
marked boundary of sample plots was also necessary to avoid
any possible accidental disturbance to the surface. This

was accomplished with the help of a string. The centre
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line of each block was demarcated with a tightly stretched
string running along the length and securely tied at both

ends. The boundary of the block was similarly marked by

‘wo parallel running strings approximately seven feet apart.

The location of the centre of the sample plot was marked
with two iron pins fixed .n the ground at the boundary
lines.

The sample plots were numbered as 1, 2, 3, 4 and 5,
starting from the top of the block, for proper recording
and identification of data to be subsequently collected.
These were identified by block number and plot number as

shown in Fig. 5.2.

5.22. Ground Control Poincs

Ground control points are required to establish the
position and orientation of each photograph in space in
relation to the ground or any other reference system.
These control points are identified on the photograph and
subsequently used in compilation of the topographic maps.
The position of a ground control point is established by
its horizontal position with respect to a horizontal datum
or by its elevation with respect to-any vertical datum or
both.

The ground control points'in this study consisted of

a network of nine target pins located as shown in Fig. 5.3

(a,b) to cover the expected coverage of the camera. The

target pins were 25 centimeters long and made of about 1
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FIG.5.3(2)~LOCATION OF CONTROL POINTS IN THE SAMPLE PLOT

F16.5.38)-PHOTOGRAPH OF SAMIPLE PLOT SHOWING LOCATION OF CONTROL POINTS
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centimeter diameter iron rod. The Pins were provided with
a 2.5 centimeters flat circular head. The top of each pin
was painted white with a 0.50 centimeter diameter black
circle in the~centre to provide a sharp and well defined
image in the photograph. The target pins were positioned
and fixed in the ground with the help of a 4 feet-by 4.5
feet rectangular iron rod frame to ensure that all the
points were within the stereoscopic coverage of the camera.
The pins projected up from the ground and their elevations
with respect to the ground surface had random variations.
The number of control points was considered adequate for
accurage mapping since only four photo control points were
required in the overlapped area to compute the elements of
exterior orientation of each pair of overlapping photographs

(Moffitt 1967).

5.23. Camera and Auxiliary Equipment

The major requirement of the stereophotogrammetric

method is that the areas to be mapped have complete stereo-

scopic coverage of such configuration that the required

accuracy can be obtained. In order to obtain stereo pairs,

two cameras are required where quasistatic or dynamic photo-

graphy is to be used. Furthermore the successive pairs of

photographs must be exposed simultaneously to ensure the

reliability of measurements on the photographs. Brief

details of the camera and other auxiliary equipment used in

this study are given in the following sections.

T ) e
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5.231. Camera

The Wild stereometric camera was obtained from the

National Research Council, Ottawa. This camera, developed

for the specific purpose of close range photography, was

used in this investigation along with a specially designed

tripod for mounting the camera and shutter release mechanism.

The stereometric camera, shown in Fig. 5.4, consists of two
cameras fixed at both ends of a base tube 120 centimeters
long with parallel optical axes and coplanar fecal planes
(Zeller 1952). The base tube sits on a tripod and is
locked in place with a clamp which when loosened permits
the rotation of the base tube in any desired direction,

the camera axes still remaining normal to it. A spring
!
bolt wbove the base.tube allows a fixed amount of tilt to

be given to the base tube and hence the camera.

Each camera is provided with a view finder to adjust
the orientation of the camera in relation to the object.
The controls for the diaphragms and the shutters are at
the centre of the base tube facing the &t} operator. The

left hand control is for adjusting the exposure timing

which ranges from B to 1/250 seconds. The settings for the

aperture opening are 12, 18, 24 and 36 and are set by the

right hand control. The control in the middle is for wind-

ing the shutters. When the control is turned to wind the

shutters a white dot appears On the control knob which

disappears after the shutters are released.
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FIG. 5.4-W/ILD STEREOMETR/IC CAMERA

TRIPOD OF THE STEREOMETRIC CAMERA

FOR VERTICAL PHOTOGRAFPH Y.

FlG.55-
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The base tube can be raised to about eight feet from
the ground with the help of a crank which when turned
raises a vertical tube which supports the base tube. The
vertical setting of the camera is checked by means of a
circular level bubble fitted to it.

The stereometric camera was calibrated by the National
Research Council of Canada in 1954 and the calibrated prin-
cipal distances of the left and right camera was reported
to be 91.77 millimeters and 91.84 millimeters respectively
(Wijk in personal communication 1972). The camera was again
calibrated for the present study. For this purpose a set
of two photographs were taken from a height of approximately
10 feet with 20 ground control points consisting of pins
fixed on the ground at various heights in the overlapped
area. The measurements made on a stereocomparator were
used for the calibration of the camera by the method pro-
posed by Harley (1966) (Natarajan 1972). The principal
distances of the left and the right camera were found to
be 91.91 millimeters and 91.97 millimeters respectively.

The mean value of 91.94 was subsequently used in the computer
program for establishing photo coordinates of the measured
points. The lenses of the camera remain fixed with respect
to the focal plane which ensures absolute maintenance of
interior orientation.

The plates of size 65 millimeters by 90 millimeters

are pressed on to the focal plane frame by springs in the
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sides of each camera. The shutters are released with

the help of a wire release which can be temporarily fixed
in a socket on the base tube. There are two fiducial
marks in both the right and the left focal planes of

the camera. These are used to determiue the principal

points of the photographs.

5.232. Tripod

The tripod provided with the camera was designed
for taking photographs in horizontal or slightly tilted
positions and therefore was not suitable for the present
study where the ground surface was to be photographed.
A tripod, shown in Fig. 5.5, was fabricated to mount the
base tube in such a way that the lens axes were vertical
in order to photograph the surface from a height of 10
feet. The considerations in the design of the tripod

were mechanical stability, convenience in operation,

least amount of shadow on the surface to be photographed,

and no disturbance to the surface of sample plots while

operating the camera.

The tripod consisted of a triangular shaped iron

frame with a clamp at the centre of the base of the

triangular frame to rigidly hold the base tube of the

camera in such a way that when the frame was horizontal

the camera faced vertically downward. Both ends of the

base of the frame holding the camera were welded at a
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suitable angle to two adjustable telescopic legs made

of iron pipe. The third end of the frame. was securely §

bolted to a similar type of leg in such a way as to allow §{
to-and-fro movement to help in positlonlng and levellng ;?
the camera. The concentric pipes forming the-}egs were g;
provided with holes at a.six.ihchés:iﬁﬁervélpfor_part of %a
the length to enable the tripod to be raised to the gi
desired height. The finer adjustmentrpf the height %%f
while leveling the camera could be done with the help gg;
of a leveling screw threaded to the bottom of each leg. f%l

e

The leveling screws of the front two'legé rested on the

iron plates at the ground surface cutside the sample plot.

The leveling screw of the rear leg rested on a similar

W S A TR Tk o N
O T T AP e S M e e
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plate bolted to a seven feet long raised iron platform

provided to avoid disturbance to the surface of the plot.

#®

The shutter release wire for the camera was clamped

on one side of the triangular frame and provided with a

L

simple mechanism which could release the shutters when

a string was pulled from ths ground.

5.233. Photographic Plates

A N

In selectzng a photo sen51t1ve materlal for use in

< A T

photographic mapping it is desirable to choose an

emulsion with highest resolution consistent with the f%
camera aperture and the shutter speed. Since in close 4
range photography both the terrain and the camera remain %?

3
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fixed it is pouihh--tn' mploy a slow shutter speed and
consequently hiqh reaoﬂution omullion. The stereometric

v WSS RS el Ol . B v
camera used é?dﬁpﬁf l?gﬁy was cquipp;? with camera backs
- o FEORESSUSAIIL WOl e e
which rccmvcd plate holdcu containinq the glua plates.
L T F h@m:ﬂ" SEpiiEmmian
The glass plates are :I.n tact:“moro lt.:l.ted to ensure plan-

b e
arity of the imaga at thi inatant ot the exposure and to
preclude distortion due to possible film buckling in the
focal planc.

Kodak metallographic plates of four inches by five
inches were cut to 6Y% centimetera by 9 centimeters to be
used with the wamera. Scensitometric tests for average
gradient of 0.6 %o 0.65 indicaved that a mcter setting of
50 ASA would produce satisfactory exposure with a Kodak
neutral gray test card. The average gradient is the
slope of the line joining the toe contrast point and
the upper scale contrast point on a characteristic curwv.
known as D - log E curve. The characteristic curve is

obtained by plotting density on ¥ axis and logarithm of

the exposure on X axis. The toe contrast point was

located at 0.10 denszity unit above the base plus fog
density of an unexposcd processed arca of the glass

The upper scale contrast point was obtained by inter-

secting th- characterigtic curve with an arc havina a

radius of 1.7 log exposure unit with the centre at the

toe countrast point.

plate.
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5.241.-Positioning ot COntrol points.

The control pointl wore numhered from 1lto9 as
shown in Pig. S5.3a. The same se&ucncc cf numbering was
followed in all photographs. The elevations of the
control points were measured with respect to a bench mark
having an assumed elevation with a dumpy level. The
bench mark was located at the side wall of the drop box
of the H-type.flume 1nstalled in runoff plot 1. The
horizontal distance between the control points was
carefully measured with a steel tape. These measurements
vere taken before photographing the surface and recorded
on the data sheet separately provided for each sample
plot. The elevations and horizontal distances were
subsequcntly used to determinc.the X, ¥, and Z values
of each control point with respect to c? arbitrarily

selected coordinate system. The accuracy of horlzontal

and vertical measurements was estimated as 0.05 .-

4nches which is considered reasonable for a reliable
mapping.

ol

5.242., Camera Setting
The camera was securely clamped on the tripod and

the shutter release wire fixed'in place. The tripod was

then 1ifted from the ground byAfonr persons, carried to
the sample plot to be photographed and installed there
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keeping the front two legs away from the plot. After
inserting the glass plates in the camera, aperture
opening and exposure times were set with the help of an
exposuremeter.” The shutter was then:.cocked. The numbers
on the plate holders were recorded on the respective data
sheet for the identification of right and left plates.
The camera on the right hand side of the observer facing
up the slope was referred to as right camera and that on
the left hand side as left camera. The corresponding
plates were labelled as right and left plates.

The legs were then raised to a predetermined point
which corresponded to a camera height of about 10 feat

from the ground surface. The external orientation of

the camera in relation to the. plot‘boundary and the

that the camera wee approximately ebov ;the centne of the
AR Yu g 4*}‘ krg -'.' “‘3@‘?" AL *"’l}@ b"}"*"‘m)%f? 7

plot..frhis operation was facilitated by the use of -

LI AN VY -;‘];- ,";x‘ RN f.;'w

three plumb bobs hanging from the frame below the camera

i Ad W

in sueh a way that when the camera was p:operly oriented

R A TR S SO

these were just above the control pointe rumber 4, 5, and
6. The frame holding the camera wae then levelled with
the help of levelling screws_end checked with a spirit
level on a frame hanging from the sides of the triangular
frame. Pig. 5.6 shows the setting of the camera over a
sample plot.

After the horizontal and vertical orientation of the

RIS TR
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camera were completed the camera was ready for making
exposure. To expose the plates in the camera a string
was carefully pulled from one side of the plot to actuate
the shutter release wire without shaking the camera.

After taking the photograpa the camera was lowered
and the glass plates taken out from the camera and kept
in a box. The numbers on the plates were rechecked with
the record on the data sheet. The tripod was then lifted
and moved to the next sample plot. The same operations
were repeated until all the plots were photographed.

The system worked satisfactorily except that it was
heavy ard required four persons to operate. The time
taken for one setting of the camera ranged from 20 minutes

to 30 manutes.

5.25 Sequence of Observations

The first 15 sets of photographs were taken in the
month of May, 1972 immediately after the completion of
tillage operations required for planting of corn. Plots
2 and 4 in each block were subsequently photographed in
the months of July and October, 1972 to study the effect

of season on the surface properties. 1In all, 27 sets of

photographs were taken.

5.26. Developing Glass Plates

The glass plates were developed in the air-photo
laboratory of the School of Engineering of the University

of Guelph. The procedure used was as follows:
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The exposed plates were taped to the bottom of a
developing tray 11 inches by 14 inches in size. Two
litres of Kodak developer D.K. 50 with 1 : 1 dilution
ratio at 70 degrees F. was added in the tray. The
developing time was five minutes with ASA tray agltation.
The plates were then fixed in Kodak fixer for a duration
of five minutes to 10 minutes and washed for about 30
minutes, and rinsed with water treated with a wetting
agent to promote even drying. The plates were then
placed on edge at room temperature to dry.

The negatives on the giass plates thus obtained were
satisfactory in their optical qualities. The control
points had well defined and sharp images. These plates
were measured on a stereocomparator for producing
digital surface models. The method adapted for the pur-

pose has been described in Chapter 6.
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6. DEVELOPMENT AND ANALYSIS OF DIGITAL S''RFACE MODEL

6.1. GENERAL

Before discussing the methods used in developing
a digital surface model it is appropriate to present
a formal definition of this term and briefly mention
its scope and limitations.

A digital *“opographic surface model consists of
a collection of points of known coordinates (X, Y, 2)
selected to closely represent the surface configuration
and stored in the computer memory or compiled in a form
amenable tou subsequent analysis by the computer when needed.
In other words it is a numerical representation of the
surface it represents. The suitability or appropriateness
of any such model depends on how closely it represents
the configuration of the surface which are of interest to
an investigator. For a close representation it is essential
that the spacing of the data points constituting the dig¢ital

surface model should be compatable with the size of the

surface features of interest. Therefore, the scale of the

topographic variations, relevant to any specific problem,

will dictate the spacinyg of points constituting the mcdel.

A digital surface model is assumed to adequately

portray the surface configuration and, therefore, is capable

of providing any required quantitative information about

the surface. 1In fact it is the only information that is

available about the surface. And so any information about
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the surface features derived or extracted from the model is

considered to closely represent the actual. Anything that
is more accurat> than the model is the surface itself.
This is not true in the analytical surface models. Analytical
techniques of surface fitting such as polynomial functions,
least squares, and double Fourier series do not provide any
additional information to what is available in the digital
surface model. Since these techniques basically use the
information about the surface as contained in the digit-
al surface model the analytically fitted surface expressed
as mathematical functions can not be as close to the actual
surface as the basic data itself,.

The above assumption that a good digital surface
model closely represents a surface and is capable of
providing information about the surface features is not
unrealistic. The appropriateness of a model has to be
ascertained in terms of the scale of the surface features
of interest and spacing of the data points of the model.
This is not an adverse reflection or a limitation of the

digital surface model gsince it is a fundamental requirement

of any mapping system.

In the present study where small microtopaographic

variations on the surface were of interest in determining

surface storage and roughness elements a spacing of 2.5

centimeters was considered adeguate to provide a good

digital surface model.
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The methods used ip developing a digital surface
model and {n analysing it to determine the storaqge and

roughness properties of a surface are rentioned in the

following sections.
6.2. DEVELOPMENT OF DIGITAL SURFACE MODEL

6.21. Sample Plot Index

The photo plates obtained for each sample plot were
represented by arbitrarily assigned model numbers for
identification and subsequent reference. Table 6.1 gives
the model number assigned to each sample plot along with
the plot number and block number. The symbols used for

the sampling plots are also shown.



115

‘mmnmumaﬂ

Table 6.1. Mudel Numbes: of Sample Plots
| Months
- ]
B;gtk P;g? May, '72 July, '72 Octcher, '72
Model | Symbol Mcdel | Symbol Model. Symbol
No. No. No.
I 1 01-02 1/1 - - = B
2 03-04 /2 31-32] 1/2(1) 49~50 I1/2(2)
3 05-06 1/3 - - - -
4 07-08 1/4 41-42 | 1/4(1) 45-46 I/4(2)
S 09-10 1/5
11 1 11-12 I11/1 - - = -

2 13-14 I11/2 33-34 [11/2()) 47-48 I11/2(2)
3 15-16 I1/3 -
4 17-18 11/4 35-36 [IXI/4/1) 43-44 I1/4(2)
5 19-20 1X/5 - = - -

I1I 1 21-22 | 1I11/1 - - - -
2 23-24 { I1I1/2 37-38 l11I1/2(1) | 51-52 I11/2(2) |
3 25-26 | I11/3 i
4 27-28 | I11/4 39-40 |III/4(1) | 53-54 | III/4(2)
S 29-30 | I1X1/5 = = B -

6.22. Coding of Photo Plates

For sy

necessary to recognize

and code them with numeri

Coding of points

and reference.

stematic measurements of the photo plates it was
the types of points to be measured
cal numbers for identification

also facilitates rapid
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measurements and compilation of the digitized data. The

coding system followed in this study is similar to

that adopted by other investiqgators (Natarajan 1969 and van der

Vliiet 1969) using the same stereocomparator. There were
three types of points measured on the photographs;
fiducial points, ground control points and other points
on the surface.

Each of the points was numerically represented by
eight digit numbers for complete identification in relation
to mcdel number, tyre of point and serial number. The
first four numbers from the left represent model number
assigned to the pho-ographic plates of each plot as pre-
sented in Table 6.1. The left plate of a stereo pair was
assigned two digit odd numbers beginning from 01 and
right plate was given even numbers beginning from 02. The
first model <or example, consisting of plates 01 and 02
was represented by 0102, the next by 0304 and so on up to
5354 which represented the last set of the photographs
measured in this study.

Following the model number was a code number assigned

to the following types of points mecasured on the photogrephs.

0 indicates fiducial point
1 indicates ground control point

and
2 indicates other points on the ground surfacc

The last three numbers indicated the gerial number of the
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poinrts. The ‘ollowing are the examples of the coding system.

1300 0 001 First fiducial point
on t
Plate number 13? he left

1314 1 002 Ground control point number 7 on
model ahumber 1314 concisting of

left plate number 13 d
ol b and right plate

1314 2 156 Point number 156 on the groun-
surface in model number 1314.

6.23. Measuremenu on the Stereocomparator

The photo plates were meastured on a Wild S.T.X. 1
stereocomparater in the photogrammetric laboratory of the
University of Toronto. The comparator is accompanied by
a number panel machine, typewriter and a punch card
machine. The measuvzing precision of the comparator is 1
micron. The standard of accuracy followed was that the
difference in two or more readings of the same point should
not exceed 3 microns. The procedure followed in the
measurement. is outlined helow.

The glass plates with their emulsion cide down were
carefully placed or the respective picture carriers and
fixed in place with the help of tape applied on the edges
to avoid coverineg of the overlapped area. The plate

carriers were then adjusted to obtain proper alignment and

compliete stereoscopic coverage. The floating mark's

magnification selected was 11 which gave satisfactory

result for pointing. The number parel machine was set

According to the specified design of the numerical coding
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of the points and all the switches were turned on.

The fiducial marks were measured first with monocular
observation. By fixing the positions of X parallax
wheel (Px) anc Y parallax wheel (Py) for the dials to read
1000.00 it facilitated quick viewing from the left plate
to the right plate and vice versa while measuring the
fiducial points. For measuring fiducial points with mono
setting the floating mark was fixed exactly centering the
fiducial point by moving the X and Y wheels. When the
floating mark was properly set the switch on the number
panel machine or on the stereocomparator was pressed to
get all measurements (X, Y, Px' and PY) typed and punched
on a card.

After completing the measurements of the fiducial
poants the ground control points were measured in a proper
order i.e., 1, 2, 3, --- 9 with stereo vision. The
procedure followed in stereoscopic meagsurement was as
follows. The left floating mark was fixed on the point of
measurement with the help of X and Y wheels while sighting
with only the left eye. Then the right floating mark was
brought to the same point by adjusting P, and P, wheels
while sighting with only the right eye. The same point was
then viewed with both eyes to check the fusion of both the

floating marks which {ndicated correct placing of the

floating mark in three dimensions. In case of any error

X, ¥, P_ and P, wheels were adjusted to get a good pointing.
X b4

.ﬂﬂ
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After completion of the tarqget points a1} other points

selected on the yround surface while viewing the model
vere measured stereoscopically. The measu: ement :ag
started from the top of the left hand side of the over-
lapped area moving in X direction keeping Y axis fixed.

All those points were measured where significant change

in slope was observed. The Mmeasurement was continued up

to the end of the right hand side of the overlapped area.
The Y axis was changed to a new position and the measure-
ment continued from right to left. The procedure was
repeated till the entire overlapped area was covered. The
measurements were taken at a distance of about 3 to 5 cm.
depending upon the irregularity of the surface. Comments

if any about poor image in some part of a model, absence

of any ground control point were recorded manually on the
typed data sheet coming out of the typewriter. 1In all,

27 sets of photographs were measured on the stereocomparator.
The number of points measured on each model ranged from

500 to 650 depending upon the extent of the overlapped

area and the surface configuration. The size of the over-

lapped area ranged from about 2400 sq. cm. to 3000 sq. cm. The

Overlapped area is shown in Fig. 6.l(a,b).
6.24. Data Processing

6.241. General

The data obtained from the stereocomparator were
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FIG. 6.//«)— PLATES AS FIXED IN COMPARATOR SHOWING OVERLAPPED AREA
-PLATES AS FIXED IN COMFPARATOR SHOWING OVERLAPPED AREA

F1G.6.1(b) CONTACT PRINT OF A SET OF GLASS PLATES
6.
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processed by using the available computer programs to
obtain the ground co-ordinates of all the measured points
on the photographs in order to produce the digital
surface model. Computer processing of data involved four
stages. The first program edited the data from the
comparator and gave an output which was used as an input
to the second program. The second and third programs
developed by Dr. Schut (1966, 1966) of the National Re-
search Council, Ottawa, have been successfullv used at

the University of Toronto (Natarajan 1969, 1972). The
second program gives the photo coordinates of the measured
points with reference to an arbitrarily selected origin
and the third program converts the photo coordinates of
the measured points to ground coorxdinates with the help

of the known values of the coordinates of the ground
control points. The fourth program obtained from the
Institute of Computer Science of the University of Guelph
was used to generate 2.5 cm. grid data by utilizing the
output of the thlrd program and to produce the digital sur-
face model for all the plots photographed in this study.

The details of the computer program including their functions

are briefly mentioned below.

6.242. Data Preparation
The existing program compiled at the University of

Toronto was used to edit the cards obtained from the stereo-
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comparator to detect and eliminate any serious mistake
introduced during mcasurements. It also calculated the
arithmetic averages of coordinates of all measured points
and their standard deviations. Also for each plate it
calculated the coordinates of the principal points and
the coordinates of points X', ¥' X", and Y" with
respect to the instrument origin in the left and the right
plates using the comparator coordinates X', Y , P, and
Py. The computer program used for data preparation is
shown in Appendix B.

After checking and correction of the mistakes the

relevant control card was changed and the program rerun

tc get the punched output for use with the second program.

6.243. Strip Triangulation

The output of the data preparation program is used as
input to Schut's "Analytical strip Triangulation Program"
published by the National Research Council of Canada

(Schut 1966). The output of the progranm gives the strip

coordinates X, Y and Z of all measured points and the want

of intersection figure at each point. The same card also
contains the strip and model number. The want of inter-

section figure is a useful indication for the internal

precision of each model. A smaller figure exceeding a

predetermined value were not included in the adjustment of

the strip A value of 25 micron was considered satsifactory

in such measurements. The computer program
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is shown in Appendix B.

6.244. strip and Block Adjustment

The output of t)e Strip Triangulation piogram is used
as input to Schut's "Polynomial Adjustment of Strips and
Blocks® published by the National Research Council of
Canada (Schut 1966). The computer program shéwn in
Appendix B uses measured coordinates of ground control points.
This program converts the photo coordinates of the measured
points obtained as output of program 2 to ground coordinates
X, Y and 2 by using the known coordinates of the ground
control points. Any mistake in the ground control values
will show up in large residual errors which need to be
checked and rectified. In the case of a residual
exceeding 1 cm. the ground control point was rejected. 1In
most cases the residual values were very small indicating
satisfactory adjustment. The output consisted of irregularly

spaced points with known coordinates spread over the sample

plot.

6.245. Uniform Grid Data

The output from the strip and block adjustment program
consisting of a set of scattered data points was used as
input to a Fortran program compiled by the Institute of
Computer Science of the University of Guelph to generate
uniform (2.5 cm. x 2.5 cm.) grid data. The algorithm used

is heuristic and the method used is as follows.
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The area surrounding each grid intersection is divided
tnto octants. The closest data point in each octant is
selected and the value of the intersection is set equal
to the average of the selected data points weighted by
1.0/d% where d is the distance from the data point to the
grid intersection being evaluated. If more than four
octants do not contain data points the grid intersection
value is not evaiuated: but is set to a large negative
-0.1000E 32 which helps in identifying an undefined area.

In the process of generating the grid data there is
certain amount of smoothing of the maxima and minima points
on the surface. Since the size of the grid is small, the
amount of smoothing is considered to be too small to
introduce any significant error in the estimates of
depression storage and roughness components.

Based on the above method the computer program cal-
culated the elevation data for all grid points spaced 2.5
centimeters apart in both the X and the Y direction. The
grid was superimposed on the area represented by the scatt-
The undefined points were provided with

ered data points.

a large negative number. All the 27 sets of data were

run with this program to obtain the grid data. The output

of the program consisted of elevation data of grid points
punched on cards.

The grid data on punched card constituted a digital

surface model which was assumed to closely represent the

surface These models were subsequently analysed to obtain
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informat 3 the 3% n-l co
information or At geometryc properties of depressions

and surtface roughness.,

6.246. Accuracy

The accuracy of digital surface modcls obtained by
photogrammetric technique depends on the precision of
the stereocomparator, accuracy of pointing, and the accuracy
of measurements of the ground control points. The stereo-
comparator used in the present investigation is a precise
instrument with an accuracy of one micron. The pointing
precision was estimated to be I 3 microns for the single
pointings. The estimated error of measurements of the
ground control points was of the order of I 0.05 inches
which is larger than the pointing error. It is evident
from the above that the accuracy of measurements of the
ground control points determines the overall accuracy of
a digital surface model. According to Moffitt (1967)
the accuracy of ground measurements required to establish
the positions of the control points determines the accuracy

of the final results since the photogrammetric measurements

are generally considered more accurate. This is true for

large photographic scale as the one used in the present

+ 2 .
study. The accuracy of - 0.05 inches 1is consldered

reasonable for such investigations. The accuracy of the

specially designed point gauges is also of the same order.

-y
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6.3. ANALYSIS OF DIGITAL SURFACE MODEL

6.31. Geometric Properties of Depressions

The computer proaram developed and described in
Chapter 4 was used to analyse each digital surface model
to obtain information on the geometric properties of
depressions existing on the respective sample plots. The
input to the program consisted of digital surface model
with elevation data arranged by rows on the input cards.

The program consisted of a self contained set of
Fortran routines run under 0.S. Fortran. Two paramcter
cards were required to run the program. The first card
contained arid dimensions and the other card had variable
format specification. This specification gave the format
of the input data. The computer program is given in
Appendix B to provide further information about its

operation.

All the 27 digital surface models were run to obtain
the required information on the geometric properties of

depressions. The time taken by the computer to analyse

each set of data ranged from about 20 seconds to less than

30 seconds depending upon the number of data points and

number of both simple and complex depressions. A sample

outout of the computer program is shown in Appendix B .

6.32. Computation of Roughness Components

Profiles along the direction of the Y axis running

along the slope of the gample plot were considered for
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computation of roughness components. This cholce was

dictated by the fact that since the roughness characteris-

tics of a surface control overland flow, the direction of
movement of water was of primary importance in an analysis
of surface roughness. The direction of profiles may not
be so important in the case of depression storage where
any direction could be used.

The length of profiles ranged from about 175 cent-
ireters to about 200 centimeters depending upon the grid
dimensicns of the model and the number of undefined points
along any profile. A length of 180 centimeters containing
73 data points was considered for computing roughness
components. The first step for any computer program was
to ascertain the suitability of any profile in terms of
its length since the profiles with inadequate length
were not to be included in the analysis. In the case of
profiles having required length the portion of it in
excess of 180 centimeters was ignored. The roughness
components were then computed using a computer program
based on the method described below.

The Harman subroutine available in the Institute of

Computer Science of the University of Guelph was modified

to develop a computer program for computing the coefficients

a with a set of points Y(r) , 1 =12, ... k, corresponding

n
to a set X { =1, 2, ... k of equally spaced arguments.
i ’

The calculation of the coefficients is based on the relation-
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ship shown in the equation given below

k

2
a 2 e - ks
n kIZlY(I) cos Lk n(I-1)

n = 1' 2' "« e M' and

where M is the number of harmonics to be computed which was
12 in this study and k was equal to 13 equivalent to 30
centimeters length of a profile. The computed values of
a, were then used to compute the coefficients ag for the
entire length of the profile using the relationship given
in Chapter 4. These coefficients were used to coupute the
required roughness components of the individual profile.
It may be mentioned that the numerically obtained
coefficients were not true Fourier coefficients because of
the expected discrepancies in the description of the
function y(x) by @ set of discrete points. But since the

purpose of computing the coefficiunts was to get a few

parameters for subsequent comparison with similarly computed

parameters, and not a mathematical fitting of the curve,

any such discrepancy will not in any way adversely affect

the resul:s.

The computer program was designed to make use of the

digital gurface model as input data to ascertain the suit-

ability of a profile in terms of the required number of
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points and then to compute the roughness components. The

profiles with inadequate length were skipped. The output

of the program consisted of the data read, a
n

ness components of each profile and mean values of roughness

» Qg rough-

coefficients for the plot along with the standard deviation.
The number of profiles analysed and the number cf profiles
skipped for want of adequate length were also given in the
cutput. The program was designed to analyse any selected
profile or profiles.

The roughness components of any profile represented
the degree of roughness of the sample plot along that
profile. In order to get roughness coefficients of a
sample plot an arithmetic average of the roughness coefficient
values of all the measured profiles (about €0 in this study)
wac considered as a fairly reasonable estimate since the
profiles were spaced only 2.5 centimeters apart. The
results of a preliminary analysis indicated that the meaa
value of roughness coefficients based on every third profile
was within five porcent of the mean value of all the measured

profiles. It was therefore decided to use every third

profile for computing the values of roughness coefficients

of sample plots. The number of such ppofiles ranged from

18 to 21. On a relatively less variable surface it is

expected that a much smaller number of profiles will need

to be analysed toO obtain a representative value for a sample

plot or an areca.
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All the 27 sets of digital surface models were analysed
ufing the above computer program to obtain the mean values
of roughness compeonent: of the respective sample plots.

The standard deviations of the roughness components were
also computed to get an idea about the variability of rough-
ness within the plot. The results of the analysis are

presented in the next chapter.
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7. ANALYSIS OF DATA AND DISCUSSION OF RESULTS

7.1. GENERAL

The analysis has been separated into two sections:
one dealing with the geometric properties of depressions,
and the other with surface roughness. Each section contains
data, analyses of data, results, and a discussion of the
results for cach analysis. Applications of the results
are presented separately at the end of the chapter. 1In view
of the varied nature of the analysis, the sequence of the
presentation of the results is briefly cutlined below.

The section regarding geometric properties -f depress-
ions starts with an examination of the total number of
depressions on the sample plots and the nature of their
spatial distribution. This is followed by the results of
a test of homogeneity of the sample plots in relation to
the total volume of storage, required to establish the

representativeness of the plots. The total volume of

depression storage is then considered in relation to the

average slope of the sample plots. The three geometric

properties, i.e., volume, depth and surface area, which

characterize a depression, have been found to be correlated

and the functional relationships existing between them are

presented. This is followed by an examination of the

observed frequency distributions of these properties. The

results of verification of a hypothesis that the observed

distributions can be approximated by some known probability

distribution models are then aiven.
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The 0 & e 3
he second section pPresents the numerical values of

roughness components for all the sample plots. This is
followed by an examination of the correspondence between
the surface structure, exhibited by the plotting of a
profile, and roughness components. The results of the
test of homogeneity of the sample plots in relation to
surface roughness are then considered and a discussion of
the possible relationship between depression storage and
roughness components presented.

The effect of season on changes in the surface
properties, i.e., both depression storage and roughness,
is considered. Then the application of all results are

discussed in relation to practical problems.
7.2. GEOMETRIC PROPERTIES OF DEPRESSIONS

7.21. Number and Spatial Distribution of Depressions

The locations of low points, as observed in Plot No.
I/2 and shown in Fig. 7.1, reveal the spacial distribution
of the depressions. The depressions are distributed
fairly uniformly over the entire plot except in a portion
of the plot where the density of depression is relatively
high. The location of the depressions in relation to the
Y axis appears to be oriented to the direction of the till-
lope with almost regular spacing

age operation along the 8

in the X direction up to X = 40 cm., after which the trend

disappears Hence, the spatial distribution of the depress-

ions, found to be similar in the other plots, is partly
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influenced by tillage Operations with an added random
component. This pattern ig likely to be more pronounced
with less rough surfaces and visible tool marks as was
the case in the plots under study. 1In plots with rough
surfaces having point variations of a few 4nches without
tool marks, the spatial distribution of depressions is
likely to be more random.

Table 7.1 gives the total number of depressions as
obtained in all the 15 plots. The number ranges from 89
to 181 with means of 165, 126 and 119 in Blocks I, 1II,
and III respectively. The total number of depressions in
general reflects the magnitude of the volume of depression
storage expected on a plot. The larger the number of
depressions the greater is the expected storage. The
observed variability in the number of depressions in each
Plot appears to be partly explained by the slope of the
plots. Fig. 7.2 shows the plots of the number of depress-
ions against the corresponding average slope of the plot
for all three blocks. There is a conaistent trend of

decreasing number with increase in slope.

7.22. Volume of Depression Storage.

The total volume of depression storage obtained by
summing the volumes of the individual depressions in
respect to 15 sample plots is given in Table 7.1 along

with the avera—~e slope of each plot and the number of

depressions.
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Table 7.1, volume of Depressiun Storage

Llot No. | slope % | No. of Volume verage Volume
Depression| (cc.) er Depression
(cc.)

171 8.45 156 471 3.02
1/2 8.85% 151 370 2.45
1/3 7.62 181 1199 6.63
I/4 6.42 170 779 4.58
1/5 7.68 169 1486 8.79
Average 7.80 165 861 5.21
I1/1 6.60 130 419 3.22
I1/2 7.62 140 410 2.93
I1/3 6.38 133 481 3.62
I1/4 7.54 120 295 2.46
II/5 10.67 113 213 1.89
verage 7.76 126 367 2,91
III/1 6.79 169 755 4,47
LII/2 8.31 145 685 4.72
II11/3 8.03 103 341 3.25
II1/4 9.69 91 149 l1.63
III/S 10.51 89 118 1.33
verage 8.67 119 409 3.47
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The slope of the sample Plots is based on the average
of the slopes of a few selecteq Profiles. An examination
of the slope values reveals a different pattern of the
distribution of average slope for the sample plots in the
three Blocks. In Block I the slope gradually decreases
from the upper portion of the block to the lower portion.
In Block II the pattern in not distinct, but there is a
tendency toward increasing slope in the lower segment
of the block with sample Plot II/S having the highest slope
of 10.67%. 1In Block III there is a distinct pattern of
increasing slope in the direction of the general slope
of the block which is just the reverse of the slope pattern
of Block I. The average slope of the sample plots and its
distribution pattern in each block may partly explain the
observed variability in total volume of depression storage.

The total volume of depression storage ranges from
118 cc. (0.05 mm.) to 1486 cc. (0.59 mm.) with a mean of
545 cc. (0.22 mm.). The mean volumes of storage for

Blocks I, II, and III are 861 cc., 367 cc. and 409 cc.

respectively. The volume of depression storage available

on the surface under study is very small because of the

relative smoothness of the surface. As mentioned earlier

the plots were smoothed with a harrow after fall plowing

resulting in a surface which did not have any depression

having a maximum depth of more than 2 cm.

As discussed in Chapter 5 on the study area, the
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three blocks had comparable physiographic conditions and

experienced the same type of tillage operations. It was

therefore expected that they would. exhibit similar surface
condition=s and as a consequence comparable magnitudes of
depression storage volumes. The large variabilities observed
in the depression storage volumes within the sample plots
of each block and also between the three blocks do not
apparently conform to the assumption of similar surface
conditions. 1In view of the apparent differences it was
considered necessary to ascertain whether the differences
in means could be attributed to chance or whether these
were indicative of actual differences in the means of the
corresponding blocks. An analysis of variance was selected

to test the difference in means foi statistical significance

based onr the sample data.

7.23.Test of Homogeneity of Surface

The analysis of variance separates the variance of all
cbservations into parts, each part indicating the variability
attributable to internal variation of the several populations

and the variation from one population to another. Consider
Blocks I, II and III as three distinct populations with

means u,,u, and u,. The sample plots 1 to 5 form the

random samples from each population with means X,» X, and

23 respectively. The simplest model of the analysis of

variance, known as "single variable classification", was
’

applied to develop and test a hypothesis that the means are
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equal, lf.e., M T U, = by with the alternate hypothesis

of inequality of means, i.e. uy # Wy o B3« The results

are shown in Table 7.2,

Table 7.2. Analysis of Variance of Data of Depression
Storage Volume

Source of Sum of Squares Degrees of Mean F F
Variation Freedom Square +33
Between means 756143 2 378071 3.48 3.89
Within Samples 1304045 12 108670
Total 206C188 14 - - -

Since the calculated F value of 3.48 is less than the
tabular value of F 95 (2,12) = 3,89, it can be concluded

that the hypothesis of equal means implying that all

the samples were taken from the same population is
Justified at a 5% level of significance. In other words,
the observed differences in the magnitude of storage
volumes are not statistically significant. The test of
significance using the F distribution in the analysis of
variance of single variable of classification is based
on the assumption that the observations are taken from a
normally distributed population with equal variances. The
available data is not adequate to test the validity of

the above assumptions but it is felt that the assumption
is not seriously violated because the sample plots are

located in an area having similar surface conditions.

According to Dixon and Massey (1957) any moderate violation
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of the above assumptions has been found to have a very
little effect in changing the results of the analysis. It
is, therefore, not unrealistic to conclude that the sample
plots come from the same population and are representative
of the area under study. The results of the analysis
based on the sample plots data can, therefore, be used to
draw inferences ahout the depressional storage property

of the area under investigation.

It is evident from Table 7.1 and the results of the
above analysis that there is a large variability in
depression storage volume in sample plots of each block
especially in Blocks I ané III. This variability may be
due to several physical factors including the slope of
the sample plots. An examinaticn of the slopes of the
sample plots and the corresponding volumes of storage given
in Table 7.1 indicates the existence of a relationship
which may partly explain the observed variability in

storage volumes of the sample plots in each block.

7.24. Storage Volume and Land Slope Relationship

Even though the sample size of 5 is very small for
establishing any reliable functional relationship bet.ween
the slope of the sample plot and depression storage
olume, an attempt was made to investigaie the degree of

correlation and the form of the functional relationship

that exists between the two sets of variables. A plot

of depression storage volume (Yf against the corresponding
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value ©f slope (X) 1ndicated A ron=linear rnlationship
between X and Y. A logarithmic transformation of the
dependent variable Y eliminated the non-linear behavionr
of the plcttcd data as shown in Fig. 7.3. 1In spite of
gome Scatter in the plotted points there is a good
indication of the existence of a relationship between

X and log Y for all the three blocks. The lines of best
tit were drawn through the plntted points by the standard
method of least squares. The exponential regression of

the line is uf the form:

Y = 3 e-bx

where: Y is the predicted value of depression storaqge,
in cc.,

X is the slope, %, and
a and b are statistical parameters.

The results of the analysis are summarized in Table 7.3,
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YAV At hematy gl g, anghi
CRAY Lorelatianghig bYetwoen the depth and

slope van b abtained provided she depression is assumed
to have a4 reaular geometrjce form, However, such an ass-
wretion s physitally unrealistic and may lead to misleading
results.,  Fis. 7.4 shows a plot of the average maximum

depth ot the Jdepressions versus the slope. In the casec

of Blocks T and IIT in spite of some Scatter, there exists

a relationship between slope and depth. The slope in

Block II is not discernible. This observed relationship

is likely to be more pronounced in the case of depressions
havinag depths of a few inches. A similar trend is ex-
hibited in the plot of slope and number of depres sions

for all t! -ce blocks shown in Fig. 7.2. Therefore, the
decrease in the number of depressions and depth of storadge
with an increase in slope of the plot explains the relation-
ship that exists between the slope and volume. This

form of relationship conforms with the result reported by

Lee (1972) who developed an exponential relationship

between the slope and depression storage bFased on empirically

determined storage values. Willeke (196 6) and Vivssman {(196%6)

obtained a similar relationship between the loss, which is

equivalent to active potential depression storage on an

impervious area, and the slope.

The variation in the total volume of depression storage

e ically not significant
between the blocks, though statistically '

warrants some axplanation regarding the gosBED e [relasioms
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o whidcihi 10 ol b 1trrihuted, The ALt foring distribogt o
Fattern o the slope along the length of ecach Mook
1s one ©of the pessible reasons for the observed variations.
The slope is an overridingly impeortant factor in influencina
the hydraulic behaviour of overland flow and the ass-
oclated erosional processes occurring on any sloping
surface. Since each block is an indep. ndent hydreologic
unit, the existing slope pattern along its lenath is bound to
influence the overall hydraulic behaviour of the surface
yivinag rise to specific surface structure. The zrosional
processes may also modify the physical nature o' the snil
forming the surface at different points along the lenath.
Such a situation would result in a different response ir
terms of depression storage and surface rcocughness to the
same tillage operation.

Another possible reason may be the effect of the
location of each klock. Blocks II and III are narrow
strips lc:ated between the runoff plots which offer some
restraint on the movement of tillage equipment due to
insufficient width along the entire length of the block.
The degree of restraint being a variable because of the
varying width might he responsible for creating some diff-
erences in the surface structure. Some of the plots in
Block I and [II have been observed to have a multinle
direction siope and relatively more irreqular surface

. . o 3 . *- 3
which apparently has been caused by the restraint on the

movemont of the tillage implements., The above reasons
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seem lodical for explaining the variation in storaqn volume.

But there is no quantitative data to support such reasonings.

7.25. Volume - Depth - Surface Area Relationships

A depression is characterized by its maximum volume,
maximum depth, and surface area at the pour point level
which corresponds to maximum water area when it is filled
to its capacity. It is logical to assume the existence of
some relationship betwee:; these three geometric properties
of the individual depressions. An attempt has been made
to investigate the form of functional relationships and
the degree of correlation that exists between the three
properties. Since the volume and depth of the depressions
have the same form of relationship with the slope;, it is
not unrealistic to assume that the relationship between
the three geometric properties of the individual depressions
will not chanye materially from one sample plot to another.
With this assumption 40 depressions were randomly selected

from Block I to almost cover the observed range of volume,

depth, and surface area. The mean and standard deviation

of the properties of the selected depressions are given

in Table 7.4.
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Table 7.4. Mean and Standard Devi
ation of the
Properties of Selected Deprension: geemetric

Geometric Property No. of Depression Mean Standard
Deviation
Volume 10 1717 cc. 29.03 cc.
Depth 40 0.48 cm. 0.20 cm.
Surface Area 40 35.62 sq. cm. 45.95 sq. cm.

An arithmetic plot of depth, D, as independent variable
and volume, V, as dependent variable indicated a non-
linear relatiornship. A logarithmic transformation of
both the variables resulted in a linear relationship as
shown in Fig. 7.5. The line of best fit was drawn
through the plotted points by the method of least squares.

The functional relationship is of the form:

VvV = a.Db

or in logarithmic -form
log V = log a + b(log D)

where: V is the predicted value of maximum volume, in
cc.,

D is the maximum depth of storage, in mm., and

a and b are parameters to be determined
statistically.

The depth-volume relationship is expressed by the

following equation:

.4762
v = 0.7610 Dl 4762,
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The coefiicient of correlation, r, is 0.9506 and the

standard error of estimate is 1.64 cc., indicating a

significant relationship botween the depth and volume.

An examination of the plotted points indicates
the existence of a break in the trend of the plotted points
at a depth of about 3 mm. This suggests that the plotted
points could be better fitted with two lines instead of one
as obtained above. This trend and the trend of the exact
plotting of some roints on a straight line, especially
at lower depths, is due to the use of constant values of
surface aree for a range of lower values of depth. Since
the surface area can take a minimum value of 6.25 square
em., equivalent to the grid area, and any other value
which is a multiple of 6.25, the volume becomes directly
proportional to the depth for any constant value of surface
area. At lower depths up to 3 mm., the surface area does
not increase much with depth, resulting in a slow increase
in volume. After a depth of 3 mm., the slope of the plotted
points becomes steeper indicating a rapid increase in
surface volume with depth.

In spite of the scatter in the plotted points, there

exists a definite relationship between the depth and volume

which could be used satisfactorily for predicting one in

terms of the other. On the gsurfaces with depressions having

depths of a few inches, the relationship between depth

and volume is likely to be still more gignificant than
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the present analysis where the depth is very small

Fig. 7.6 shows the plnot of surface area, SA, as
independent variable and volume, V, as dependent variable
on log=log paper, indicating a linear relationship between
log SA and log V. The relationship is of the same form as
obtained in the case of depth and volume. The resulting

regression equation is

v = .0735 (sa)l-4914

The relationship has a coefficient of correlation, r,

of 0.9391 and a standard error of 1.78 cc. There is a
relatively large scatter in the plotted points for the

lower values of surface area which gradually decreases

with the increase in:surface area. The maximum scatter in
volume at SA =~ 6.25 is due to varying depth and constant
surface area, already noted in the depth-volume relationshipf

As is evident from the magnitude of the coefficient of

correlation there exists a significant relationship

between the surface area and volume of storage.

The relationship between the depth of storage, D,

as independent variable and surface area, SA, as dependent

variable, shown in Fig. 7.7, is of the same form as

obtained in the case of depth-volume and surface area-

volume. As expected there is a lot of scatter in the

plotted points on the depth axis, due to the constant values

of surface arca for a range of depth values
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and the fact that the Surface area can ta
multiple of 6.25,

ke only a value
The scatter gradually reduces as the

depth increases indicating an increase in surfac:
with increasing depth. The equation of the

line is given as

area

regression

SA = 8,1120 p¥-8055

The coefficient of correlation of the prediction equation
is 0.8274 and the value of atanuacd error !s"‘i 81 sg. cm.
Though the coefficient is relatively low compared to that
obtained in depth-volume and surface area-volume relation-
ships, there is a strong indication of a usable relation-
ship between the depth and surface area of the depressions.
From the results of the analysis it is evident that
there are significant relationships between the three
geometric properties of the depressions which can be used
reliably to predict one in terms of another. The effect
of surface area being a multiple of 6.25 is more pro-
nounced in giving rise to a specific type of scatter in
the plotted points for depths lower than 3 mm. The scatter
gradually decreases with increasing depths showing a better

fit of data. The depth of 3 mm. is in fact very small for

any significant contribution to the total depression

storage volume on any surface. It is felt that for the

depressions having relatively higher depths of a few

inches, the above relationships between the three geometric
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properties under investigation are likely to be more
consistently significant,

There is no data Yet available on the geometric
properties of the individual depressions and the existing
relationships in the scientific literature which could be
used to compare the results. Haan (1967) reported a
similar form of functional relationship between the depth
and volume with an 'r' value of 0.89, and between surface
area and volume with an 'r' value of 0.96 in his study on
potholes. The mean maximum volume, depth, and surface srea
were 2.05 acre ft., 1.09 ft., and 2.29 acres respectively.
It is interesting to note the similarity of the form of the
relationship between two entirely different types of
depressions. The degree of correlation is also of the

same order as obtained in the present alalysis,

7.26. Frequency Distribution of the Geometric Properties

7.261. General

The raw data on the geometric properties of depress-
ions consist of unorganized lists of numbers which are not
amenable to any statistical interpretation. A first
necessary step is to make use of suitable methods of
organizing, presenting, and reducing the observed data to
facilitate their interpretation and evaluation. One of

the most commonly used methods consists of the formation
In this method, the raw

of frequency distributions.
data is classified into suitable groups or classes and
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It is interesting to note the similarity of the form of the
relationship between two entirely different types of
depressions. The degree of correlation is also of the

same order as obtained in the present alalysis,

7.26. Frequency Distribution of the Geometric Properties

7.261. General

The raw data on the geometric properties of depress-
ions consist of unorganized lists of numbers which are not
amenable to any statistical interpretation. A first
necessary step is to make use of suitable methods cof

organizing, presenting, and reducing the observed data to

facilitate their interpretation and evaluation. One of

the most commonly used methods consists of the tormation

of frequency distributions. In this method, the raw

data is classified into suitable groups or classes and
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the number of jtems falling in each ig tabulated. The
plotting of the frequency in each cla.s as a bar vields a
histogram. The height of the bar represents the number

of the frequency in that class. The treatment of the data
up to this stage does not depend on the assumption that
the data constitutes a random sample of any mathematical
probability model. The method in fact is a simplc aid for
the reduction of the raw data and only helps to discern
the shape of an underlying distribution. The frequency
distributions of volume, depth, and surface area for all

sample plots are discussed in the subsequent paragraphs.

7.262. Volume

The volume or storage capacity of the individual
depressions observed in the three blocks ranged from a
minimum of .06 cc. to a maximum of 439 cc., indicative of
a very large variation. Since the volumes of more than
95 percent of the measured depressions were less than

22 cc., it was considered appropriate to use a class

interval of 1 cc. in order to draw some inference about

the underlying probability distribution. The volumes of
depressions in classes higher than 20 cc. were in all

cases less than 100 cc. except one which had a capacity of

161 cc.
It is interesting to note from the histograms in

Fig. 7.8 (a to f). that the distribution pattern is identical

for all the plota, with the maximum number of depressions
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falling in the lowest class of 0-], rapidly decreasing up

te the dth class, and then gradually decreasing up to the
highest class. Though there is a genera: similarity in the
distribution pattern, a comparison of the frequencies in
each class indicates variations from Plot to plot which is
not unexpected because of the large variations in total
volume observed in sample plots,

in view of the observed variations in total volume o:
depression storage in sample plots, it is appropriate to
investigate implications regarding the frequency distributions.
The mean volume of depressions in the sample plots ranged
from 1.33 cc. to 8.80 cc. Figures 7.8 (a to f) show plots ¢
the histograms of volume with respect to a few sample plots
selected to cover the observed range of the mean volume.
Examination of the histograms reveals that with an increase
in the mean volume the frequency of the lowest class decreases
from more than 60 percent in Fig. 7.8f to about 30 percent in
Fig. 7.8a. Additionally, the rate of decreasec of frequencies
in higher classes is gradual for plots of high mean volume,

whereas the decrease is abrupt in the case of plots with

relatively small mean values. Also in plots with higher mean

values the number of frequencies in higher classes are

relatively more, giving rise to a more even distribution in

the entire range of classes.

7.263. Depth
The observed maximum depths of depressions ranged

from 0.1 mm. to a maximum of 27.9 mm. The frequency dist-
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ributions of depth revi..al that all other depressions fall

within the highest class of 21-2) mp. Considering the

range of depths and the number of depressions it was

decided to use a class interval of 1l mm. An examination

of the histograms in Fig. 7.9(a to 4! reveals that the
distribution pattern ig similar to that obtained for the
case of volume except that the reduction in the frequencies
in higher classes is relatively m.ve gradual in almost all
sample plots with varying mean values. The variation in
mean depth values is much less than that obtained for the
mean values of volume. The frequency distributions of the
depth are, therefore, likely to have relatively small
variations. This is apparent from the histograms of depths
of a few plots selected on the basis of the mean values

and shown in Fig. 7.9(a to d).

7.264. Surface Area.

The surface areas of theidepressions ranged from a
minimum of 6.25 sq. cm. to a maximum of 412.5. sq. cm. The
total surface area of depressions on sample plots ranged
from about 3 to 10 percent of the total plot area. The
extent of area under the dspressions bears a direct
relation to the total volume of storage for the sample

Plot. This was evident from the surface area-volume

relationship shown in Fig. 7.6
As mentioned earlier, the basic algorithm usa2d for

determining the volumes of:depressions considers the area

of a grid as a unit with the result that the sivrface area
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can take only values which are multiples of 6.25. 1n

view of this limitation, 6.25 8q. cm. was considercd as

a class interval for the frequoncy distribution.

The frequency distribution of the surface areca of
depressions termed as basin area is shown in Fig. 7.10 (a,b)
for a few plots. Examination of the frequencies reveals
that all the depressions except a few have surface areas
less than 125 sq. cm. It ig also evident that the lowest
class has relatively higher frequencies compared to the
volume and depth. Also the reduction in frequencies in
higher classes is relatively more abrupt in all the plots.

The number of frequencies in each class with respect to

—L

all of the sample plots appears to be of comparable order.
Considering each class as a unit equlvalent to 6.25 sq.

cm., the means of the surface area obtained for Qjfferent

LS

3

sample plots ranged from 1.66 to 2.78. The small range in
means is due *o the small range of surface areas, restricted

by the fact that it could take only values which were

S

multiples of 6.25. The small difference in means therefore ]
does not indicate that the variation in the frequency !
distribution as obtained in different plots is small.
Examination of the histograms reveals the variations in
the iieguencies falling in classes higher than 2 units.

It is evident from the above discussion that all
three geometric properties of depressilons have specific

patlerns of frequency distribution which, in general, are
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similar. There is also evidence of varying degrees of

variations in the frequencies falling in each class in
different sample plots. For a rational analysis of such
data, it is advantageous to represent the frequency hist-
ograms with mathematical functions so that expected
frequencies may be determined for desired classes. Such
an approach could then be used in a theoretical or applied
investigation related to the synthesis of watershed models.
It was, therefore, considered desireable to investigate
the applicability of known mathematical probability models

for a description of the geometric properties of depressions.

7.27. Theoretical Probability Distribution Models

7.271. Exponential Distribution

From the above analysis it is evident that as the
area, depth, or volume of depression decreases, the number
of depressions, N, with that area, depth, or volume
increases. Considering the limit, as SA, D oxr V + O,
N » . Also, the number of depressions decreases with
increasing values of area, depth, or volume. That is, as

SA, D, or V » w, N - O. One of the probability distribution

models which could fit the above description is the exponen-

tial distribution. The exponential density function f(x)

is given by the relationship:

£(x) = Ae-lx ’ x 20 and » - 0
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Hence the parameter )\ as a function of the moment is

By both methods of moments and maximum likeliliocod it
can be shown that the unbiased estimator of the population
mean ; is the sample mean x. Therefore, the corresponding

unbiased estimator of the parameter A is given by the

relationship:

A 1
X

The parameter § was determined for each of arca, depth,
and volume for all the sample plots. Substituting the value
of 4 in the above equation gives the required probability
density function which is expected to fit the data. As an
the equation describing the distribution of volumc

example,

for sample plot I/2 is given by the following relationshij :
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TixX) = 0.4075 o"0-4075 x

where X is the volume in e,

Relationships were developed for all geometric propercies
for all plots. These equations, given in Appendix A,
were then used to determine the expected f;equencics for
cach histogram class. The results are plotted on the hist-
ograms shown in Figures 7.8, 7.9 and 7.10 for volume, depth
and surface area or basin area respectively.

Examination of the histograms of the observed data of
volume, depth, and surface area and the corresponding
theoretical curves indicates varying degrees of discrepancics
in the fitting of data. As will appear from Fig. 7.8 b the
occurrence 0f a few extreme values creates large discrepancies
in the fitting of data in the first few classes. The
exponential distribution, having only one parameter, lacks
flexibility to account for a large rarge in magnitude of
volume as observed in a few plots. This limitation is also
In plots with a relatively small

evident from Fig. 7.8 c.

range in volume, the theoretical curve fits the observed

data fairly well.

In the case of depth, where the range is relatively

small and the distributicn pattern of the frequencies in

different classes is fairly comparable, the theoretical curves

fit the ob.crved data remarkakly closely as can be seen

in Fig. 7.9 (a, Iy, ¢ and d).
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In the case ot A ]
; e ot surface area, the occurrence of a fow

oxtreme values in some of the sample plots resulted in an

apparently poor fit of data. Also, the number of frequencies

talling in the lowest rlasses is large compared to the

volume and depth. The distribution of the frequencies is
also characterized by the fact that the frequencies in the
lower classes drop down more abruptly with the result that
the discrepancies in the fit of data are more pronounced in
the lowest class followed by class 3 onward as is evident in
Fig. 7.10 (a and b). 1In this situation a distribution
function which could provide a more steeply falling curve is
likely to result in a better fit of the data.

In view of the varied nature of the frequency distriiution
of the observed data and the limitations of the exponential
distribution it was felt that a distribution with a greater
flexibility would be more appropriate to describe the distribu-~
tion of the geometric properties of depressions. The Weibull
distribution (Weibull 1938) which is knnwn for its extreme
flexibility in fitting exponentially distributed and also

skewed data was considered an appropriate choice for

investigation.

7.272. The Weibull Distribution:
The Weibull distributicen function, though lacking a
sound theoretical basis, has successfully been applied not

only to life expectancy problems for which it was originally
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Yrelds such as breaking strength,

Feliabiiaty studies, ete. Meibull 1938; Henderson 1965) .

The application of this distribution in the tield of hydroloqgy
has $0 far been limited. Hann (1967) used this distribution
runction to describe the geometric properties of potholes

to synthesize a watershed model. The Weibull distribution
which is based on the weakest link concept is of the same

torm as the Fisher-Tippet type III extreme value distribution

for the smallest values (Henderson 1965). The cumulative

distribution function is given by the relationship:

F(x) = 1 - exp[—(%)cl (7.1)

Dif ferentiating the above equation we get the probability
density function:

c-1 _ c
(i‘_%?_) expl - ("——B——a-) ] (7.2

f(x) =

log {9}

where a, b, and ¢ are the location, scale a:;nd shape parameters

a' corresponds

ind 'x' is a random variable. The quantity

to the position of the mode, the quantity 'b' is the scale

parameter analogous to standard deviation and the term 'c'

represents the skewness.

Lehman (1962, 1963) developed an equation for dctermining

the parameters of the Weibull distribution by the method of
- [« - ..

maximum likelihood. Henderson (1965), after establishing

th imilarity between the form of the two parameter Weibull
e sin g - g

distribution and the extreme value distribution, uscd the
distribut :
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t -!n!t\xrzxnxxvj the parameters which is uned
ol The SNt eTie Cglne distribat yon for large valuoes. Hann
imd Beer (1967) presented a numerical method for solving the
cquations of the maximum likelihood estimators. The
egquations can be obtained as follows.

c

) (7.3)

IA(‘t 1 (

Loz Ko

This transformation reduces equaticn 7.2 to
L c-1 c
f(x) = ¢ a(x-a) exp(-a(x-a) ) (7.4)

The maximum likelihood function for the density function in
equation 7.4 is given by the relationship:
n
L(a, «, c) = I f£f(x,; a, a, <)
. i
i=1
Substituting f(x) and rearranging we get

-1
L(a, «, C) a)c

n
(o]
=~
o=
%
|

The best linear unbiased estimator of the parameter: a,
i, ¢ are obtained when the value of the likelihood function

is a maximun. Also L (a, a, c¢) and log (L(a, a, c)) have

their maximum at the same values of a, o, ¢. It is sometimes

convenient to find the maximum of the logarithm of the

likelihood function L* (a, «, c). Taking logarithms ot

cquation 7.5 we get
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n
-0 ) (x, -a) (7.6

Dirterentiating L* with respect to a, a, c¢ and setting
L@ Zere, we get 3 sets of equations which need to be

solved to deternine the estimators a, a, and c.

*
BL _ - l . . C"l ~
Ta (1-c) Z '(rl_a—)— + Cca Z(xl a) =0
[(BD]
l had c_l = 79
(1 -2 ] W, v ] (x;-a) 0 (7.7)
Again
JL* n ( )c 1n( |
- = - a) - .—a n(x.-a
T,"E = E + X ln (xi a) [0 z xl 9
Solving the above equation for c,
n
c = 7 ~ ~ B
ai(xi - a)° 1n(x; a) ) In(x; - a)

(7.8)

Similarly




=
X, = a (7.9)

As will appear from the above, these equations cannot
be solved directly for the unknowns a, a, and c.

Combining equations 7.8 and 7.9 and eliminating o we get:

n

[¢]

C
Tix, - a)° 1n (x; ~a) -~ ] 1n (x; - a)

Z(xi-a)C
(7.10)
Equation 7.10 is solved for c¢ for a specified value
¢f 'a' and then a computed from the equation 7.9. The
values of a, a, and ¢ are then substituted in equation
7.6 to compute L. The procedure is repeated until the
function L* is maximized. A computer prugram has been
developed at the Iowa State University which solves

equation 7.11 iteratively using different values of c

for a given value of 'a® until 'z' is approximately

equal to zero (Hann and Beer 1967).

n - c (7.11)

T In (g - [ In (o

L (xi—))




The computer Program obtained from Iowa State
University was used to compute the barameters of the
Weibull distribution for volume, depth, and surface
area for all plots. These parameters are given in
Appendix A . Thesc values, when substituted in equation
7.7, give the required Probability density function to
determine the expected theoretical frequencies for all
classes. For example the probability density function

of volume for plot I/1 is given below.

0.6913 ( x - 0.0597 =0.3087 - 0.7597,0-6913

X
1.8477 exp (-~ (——1 375 )

£(x) =

where x is volume in cc. The program is shown in Appendix B.
The theoretical frequencies have been plotted on the

histograms along with the exponential curves shown in

Figures 7.8, 7.9, and 7.10. Examination of the curves

for the case of volume shown in Fig. 7.8 clearly indicates

that the Weibull distribution fits the observed data

much better in the entire range. The occurrence of a

few extreme values and an irregular distribution of

observed frequencies which produced discrepancies in

the exponential fit of data appear to be well accounted

for by the flexibility of the Weibull distribution.
Comparison of the two curves and the observed data

for depth shown in Fig. 7.9(a,b) indicates that the Weibull
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distribution curve isllows very closely to the exponential

curve in the entire range of data. Asg will appear from

Figure 7.9(c,d) there are minor discrepancies between
the two curves in the first feow classes after which the
curves almost coincide. Both the theoretical distributions
apparently provide a close fit of data but it is difficult
to establish from visual comparison which fits the
observed data better.

It is interesting to note from the plot of theoretical
frequencies obtained from the two distributions shown
in Fig. 7.10(a,b) that the Weibull distribution distinctly
fits the observed data of surface area very closely in
the entire range of classes. The specific pattern of the
observed data characterized by the occurrence of a large
fregquency in the lowest class and an abrupt drop in
frequencies in the lower classes, which produced
discripancies in the fit of the exponential curve, fit
better with the Weibull distribution.

The apparent fit of data from the graphical comparison
provides some qualitative indications about the approp-

riateness of a theoretical distribution for describing

an observed frequency distribution. 1In order to arrive

at an acceptable conclusion regarding the suitability of

a distribution model, it is essential to statistically

ascertain the goodness of fit between the model and the

data.




7.28. Goodness of rie Significance Test

Testing the closeness of a get .f observed data and
theoretical frequencies is a problem of testing a
statistical hypothesis which requires a test statist.:.
The chi-square xz statistic is appropriate for this study.
The value xz tests whether the observed frequencles of
any phenomenon differ significantly from the frequencies
which might be expected according to some assumed hypothesis.

The test statistic x° is defined by the relationship

2
2 m(f; -ey)
x-Ze
jm1 i

where fi is the observed frequency and ey is the expected
or theoretical frequency. The test statistic has xz
distribution with (m-1)-k degrees of freedom where m is
the number of comparisons and k is the number of unknown
parameters of the theoretical distribution estimated
from the sample data. The null hypothesis is that the
difference between the two sets of frequencies are not
statistically significant at the desired level of
significance. The tabulated value of x2 is used as a

rriterion for rejecting the null. hypothesis. If

2
X = 1N
i

i-1

> x%(m - 1) - k, 1 = «a

we rejec: the null hypothesis.
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2
The \" values were computed for the data of volume,

depth, and surface area for all the plots as shown in

Appendix A. The number of groups of frequency rangec
from 5 to 10 for volume, 5 to 9 for depth, and 5 to 8
for surface area. The number of groups were reduced
recause of pooling of the frequencies in order to have
an observed frequency of 5 in each class. In this test
it is also considered desirable to have about 10 classes
but this requirement lacks universal agreement (King
1969). The data under study obviously did not meet this
fequirement in most cases. The computed x2 values were
compared with the tabulated values at 95% and 99%

levels for establishing statistical significance of the

fit of data.

kxamination of the x2 values for the volume distribution

reveals that there is no significant difference between
the observed frequency and expected frequency computed
by the exponential density function in plots I/2 and 1/5

at the 5% level of significarce and in III/5 at the 1t

level of significance. In the rest of the plots the

differences are significant, indicating that the data docs

not fit the exponential distribution. The Weibull

distribution fits the observed distribution at the 5%

level of significance for plot I/4 and at thc 1% level

for plot I11/5. The differencesin the rest of the plots

are significant implying the inability of the Weibull
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values indicates that the ‘2 valtes

based on the Weibull distribution are closer to the

-

tabulated  values for most plots. Also the lz values ar

roelatwvely uniform for all sample plots compared to

those cbtained by the exponential distribution. Tho

above two points reflect on the ability of the Weibull

distribution to better approximate the observed frequency

distribution becausc of its inherent flexibility. 1t

is also not unrcalistic to assume an improved fit of

data with an increase in the number of classes which in

the present study seriously limit the degrees of frcodom.
In the case of depth, the exponential distribution

fits the obscrved data at the 5% level of siynificance

for 11 sample plots and at the 1% level for 3 plots.

only in one plot are the differences significant. The

corresponding numbers for the Weibull distribution are

7 and 3 respectively whereas in the remaining 5 plots

the differences are significant, reflecting the inab.lity

of the Weibull distribution to fit the observed data.

The remarkable performance of the exponential distribution

to closely fit the observed data indicates that in this

situation the one paramecter distribution may be as good

or better than the twc or three parameter distribution.

It does not adverscly reflect on the appropriateness of

the Weibull distribution, which also fits the observed
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two-thirds of the plots.

xaminat  , 2

Examination of the v values in the case of surface
- 1 Yo » 42 3 . 2 -

area indicates that ¢ values based on the exponential

distribution are much larger in most of thoe plots com-
pared to those obtained by the Weibull distribution.
The exponential distribution does not fit the data in all
the plots except one where also the significance level
is l%. It is 1lnteresting to observe that the Weibull
distribution fits the observed data for 9 plots at
the 5% level of significance and 4 plots at the 1%
significance Jevel. It does not fit the data in two
plots where the xz values are much less than those
obtained by the exponential distribution. The appropriateness
of the Weibull distribution to describe the frequency
distribution of surface area is amply demonstrated by
the results of the analysis.

As will appear from the above discussions the Weibull
distribution can satisfactorily be used to describe
the distribution of the three geometric properties of
volume, depth and surface area.

depressions, i.e.,

The exponential distribution may possibly prove better

in the case of the frequency distribution of depth. It

may be legitimately argued that the lack of an adequatoe

fit of data does not justify the conclusion regarding the

qUitﬂbjlit.‘]’ of the WCibull distrihlltion for fitting tho

data of volume put considering the restraint imposed by
XRE RSN H N




the lamited numbaspy (8 o) v
) mher of vlasses, and the relative closenes.,

Do values to the tabulated \'&lll.l(?.s, and irn AbSETEE =
any other suitable distribution, it ig realistic to
sugdest that the Weibull distribution could be used

.o el .
for describing the geometric properties of depressions.

7.3. SURFACE ROUGHNESS

7.31. Roughness Components for the Plots

The number of profiles available for computing rough-
ness components ranged from 57 to 62 in the sampie plots
under study. The means of the components of all the
profiles were ccnsidered to closely represent the
roughness components for the plots. In order to economize
the computing time it was considered desirable to reduce
the number of profiles included in the computation of
the roughness components without sacrificing the accuracy
of the results. With this in view the roughness components
wecre computed for all 57 profiles of plot I/1. The meant

of the roughness components were computed by taking the

average of 57 profiles. The means of the components

ere also computed for different size samples within a

range of 3 to 57 in order to select a suitable sample

size for subsequent analysis. The percent deviations of

the sample means from the plot mmean were computed and

plotted against the sample size. Based on the trend of

the plotted points it was decided to use about 20 profiles
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for a reasonable representation of the plot mean. The
percent deviation is expected to be less than 5% which
seems to be reasonable in. view of the observed variability
in the structure of the ﬁ}ofiles reflected in the computed
values of the roughness components. It may be mentioned
that the same degree of accuracy  could be obtained by
taking samples smaller than 20 in situations where the
microtopographic variations within the plot are smaller
than those observad in the plots under study.

Roughness components for every alternate profile
were computed and the mean and the standard deviation
determined for each plot. The number of such profiles
ranged from 18 to 21. Table 7.5 shows the mean a:und
the standard deviation of the five compcnents of rough-
ness: relief factor (M), slope factor (P), structural homo-

geneity factor (K), resistance factor (p), and cell length

(C.) for all the 15 sample plots.

L
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No. Mean sd Mean Sa Mean sd Mean sd Mean &d
/1 0.3152 0.0681 19.364 7.428 0.0813 0.0220 6.582 4.280 168.30 1.163
1/3 0.3068 0.0636 17.212 6.400 0.0816 0.0141 5.575 3.201 167.72 1.255
1/3 0.2867 0.0974 19.062 9.502 0.0884 0.0178 6.265 5.283 168.49 1.4¢1

I/4 0.1803 0.0421 11.028 5.395 0.0931 0.0213 2.160 1.574 167.97 1.771

1/5 0.2626 0.0555 14.410 4.577 0.0875 0.0126 3.910 1.751 167.61 1.541
I/ 0.2243 0.0847 13.712 7.020 0.0840 0.0092 3.528 2.940 167.97 1.€17
I1/2 0.2733 0.0806 17.445 7.908 0.0803 0.0115 5.340 4.838 1.68.49 0.905
I1/3 0.2563 0.0473 16.256 4,745 0.0813 0.0093 4,353 1.899 168.49 1.052
11/4 0.2219 0.0633 12.591 3.062 0.0849 0.0080 2.854 0.950 167.87 1.295
I1/5 0.4308 0.0780 26.895 8.140 0.0875 0.0073 |12.085 5.463 | 168.39 1.194
I11/1 0.2103 0.0745 11.401 4.727 0.0854 0.0168 2.670 1.960 167.44 1.99%4
I111/2 0.2796 0.0822 16.728 7.558 0.0849 0.0096 5.237 3.731 168.00 1.098
111/3 0.2845 0.0585 18.157 5.898 0.0835 0.0116 5.463 2.773 168.51 1.043
I11/4 0.3785 0.0635 22.558 6.343 0.0851 0.0062 8.867 3.931 168.14 1.106
I11/5 0.4486 0.0554 28.435 7.194 0.0855 0.0076 [13.090 5.019 168.54 0.854

Relief factor

Slope factor

Structural homogeneity factor
Resistance factor

Cell length

Qo RY R
wunnnn
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7.22. Correspundence Between Surface Structure and

Roughness Components

Since the roughness components are based on the
spacific geometric properties of the microrelief features
present on any surface, the numerical values are expected
to be compatable with the physical structure of the profile.
It is then possible to make visual comparison of the
magnitude of each component and the corresponding property
cf the microrelief features exhibited by a profile taken
on any surface when it is plotted on a graph. If so,
it would reflect on the ability of the roughness components
to guantitatively describe the specific geometric preoperties
of the microrelief features and thereby the structure of
the surface. With this premise an attempt was made to
establish the expected correspondence between the surface
structure exhibited by the plotted profiles and the
roughness components.

Fig. 7.11 shows plottings of 5 profiles for sample
plot I/l having different geometric properties of micrec-
relief features selected for the purpose of visual comparison.
The relief factor which reflects the height of the micro-
relief features has a value of 0.5273 for profile No. 25.
This profile exhibits microrelief features of maximum

height. This is followed by profile No. 10. The least

amount of roughress in terms of height is exhibited by

profile No. 31 which has the lowest value of relief factor
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PROFILE 1

PROFILE 25
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as, 0.1930. Profile No. 53 is rougher in terms of height

than profile No. 1.

Comparison of roughness in terms of slope factor
shows that profile No. 10 has the steepest slope of the
microrelieft features, and has the highest value of slope
factor which is equal to 41.59. This is followed by
profile No. 25. It could also be seen from the plotting
of profile No. 31 that it has the smallest slope of the
microrelief features, which is reflected in its lowest
value of slope factor. Also the examination of the plotted
profiles reveals that profile No. 1 is rougher than profile
No. 53.

The structural homogeneity factor K, which reflects
the repetitive tendency of the microrelief features, has
the highest value of 0.0852 in case of profile No. 31
which otherwise has the lowest roughness both in terms of
slope factor and relief factor. This is followed by profiles
No. 1 and 53. The repetition of the relatively small

microrelief features present in the above profiles can

easily be seen in the respective plottings. Profile No.

25  which has the smallest value of the homogeneity factor,
’

clearly indicates a small degre= of repetition of the micro-

relief features. A similar trend is revealed by the

plotting of profile No. 10 where tue microrelief features

having relatively large heights are not frequently repeated.

It may be mentioned that the structural homogeneity factor




is not an overridingly important component of roughness in

comparison with the relief and slope factors. In the

case tne two surfaces having similar values of the relief
and slope factors, the structural homogeneity factor may
help in sorting out the relative roughness. It certainly
provides additional useful information about the structure
of the surface.

The relative roughness of the profiles in terms of
the resistance factor, which is the product cf the relief
factor and the slope factor, accounts for both height and
slope of the microrelief features. The numerical values
of the resistance factor are also compatable with the
visually observed roughness of the plotted profiles.
Profile No. 31, which has the lowest resistance factor,
appears to have lowest roughness also. Similarly, profile
No. 10 has a higher overall roughness then profile No. 25.
Profile No. 1 is rougher than profile No. 53 in terms of

resistance factor, which is also evident from the plottings

of the profiles.

There is a very small variation in the numerical

values of the cell length in all the profiles which is not

i surface properties
explainable in terms of the apparent prop

exhibited by the plottings of the profiles. As discussed

earlier it is not an important component of roughness

but preovides some additional information about the surface.
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The results discussed above are summarized in Table

7.6, wherein profile numbers are listed in order of

increasing roughness separately in terms of four roughness

components.

Table 7.6. Roughness Order of the Selected Profiles

Roughness Coumponent Profile No.

Relief Factor 31 1 53 10 25
Slope Factor 31 53 1 25 10
Homogeneity Factor 25 10 53 1 31
Resistance Factor 31 1 53 25 10

It is evident from the above discussion that the roughness

components truly portray the strface structure in terms of

the geometric properties of the microrelief features which

could be reliably used for a quantitative description

of a surface.

=.33. Variability of Roughness Components
An examination of the figures of the standard deviation

given in Table 7.5 reveals that there is large variation

in the roughness components between the profiles within

selected plots. Recalling the physical description of the
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sample plots regarding the limitation of size and its
possible effect on the microtopographic variability, the
observed variability in the roughness components is not
unexpected and in fact is compatable with visual observations
of the surface. Relatively higher values of relief factor
and slope factor in the case of plots‘II/S, ITI/4 and
I1I/5 are obvinusly due to large irregularities of the
surface. It is further noted from the figures of the
standard deviation, that the variability is smaller in
relief factor as compared to slope factor. The coefficient
of variation of relief factor on the average ranges from
20 to 30 percent, whereas it ranges from 30 to 40 percent
in the case of slope factor. Since the resistance factor
is the product of relief and slope factors, the coefficient
of variation is understandably higher. It ranges from
60 to 70 percent.

The variability in roughness coefficients within the
sample plots is relatively smaller than that observed in
tha profiles of the individual plots. The magnitude of

the roughness coefficients in general 1c comparable in

most of the plots. There also does not appear to be

any discernible evidence of any differing pattern in the

ici the plots in each
values of roughness coefficients for )

block This was further confirmed by the results of the

ed to test the hypothesis

analysis of variance which was us

of equal means for relief factor, slope factor, and




resistance

Table 7.7.

tactor.

A

The res
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are shown in Table 7.7a, b and c.

ults of the analysis of variance

Analysis of Variance of Data of Relief Factor

Source of Sum of Degrees of Mean Square F F
variation Squares Freedom .95
Between

Means 0.0070 2 0.0035 0.5468 3.89
within 0.0763 12 0.0064

Samples

Total 0.0833 14 - - -

Table 7.7. b Analysis of Variance of Data of Slope Factor

Source of Sum of Degrees of Mean Square F F g5
Variation Squares Freedom
petween 26.9437 2 13.4718 0.4732 3.89
Mean
Within 341.6289 12 28.4690
Samples

- — - —
Total 368.5726 14
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Table 7.7.c Analysis of Variance of Data of Resistance

Factor

Sou;ce_of Sum of Degrees of Mean Square F P
variation Squares Freedom -5
Between
Mean 12.1478 2 6.0739 0.5526 3.89
within

Samples 131.9138 12 10.9928

Total 144.0616 14 - - -

Since the observed F value is less than the tabulated
value of F.95(2,12) in all three cases, the hypothesis of
equal means would be accepted at 5 percent level of sign-
ificance. The results of the analysis clearly indicate
that there is no significant difference between the blocks
with respect to roughness components in the constituent
sample plots. It is therefore realistic to conclude that
the sample plots are representative of the surface under

study with regard to roughness components.

7.34. Roughness Components and Depression Storage.
As discussed earlier the variability in the roughness

components within the plots is much smaller than that

observed in the case of depression storage volume. Also

the observed differences are not statistically significant
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in both cases of roughnesgs coefficients and depression
storage volume. These facts Suggest that the differences

in depression storage are not large enough to be detected

by the roughness components. This is based on the assumption
that the roughness components are related to depression
storage which is not physically an unrealistic assumption
though yet to be validated. Comparison of the figures of
roughness components in Table 7.5 with correspornding values
of depression storage given in Table 7.1 does not reveal

any consistent trend which could suggest the existence of

any relationship within the range of data.
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7.4, SEASONAL CHANGES

7.41. General

The surface pProperties such ag roughness, geometry,
and the spatial distribution of depressions, etc. are
highly time dependent. 1p this regard, the most important
contributing factor is rainfall. The degree of change in
properties depends on the size and stability of soil clods
and aggregates, form roughness, particle roughness, and
the characteristics of rainfall which provide the energy
for change. The present study is confined to a quantit-
ative evaluation of the cumulative effect of rainfall over
a period of time in changing the surface properties. No
attempt has been made to relate the causative factors to
the degree of change occurring on a surface in relation to

depression storage and surface roughness.

7.42. Depression Storage

Table 7.8 gives the depression storage volumes of six

sample plots which were photographed twice subsequent to the

initial photographing of 15 plots. The time intervals

between the three sets of photographs were selected so as
to cover the season from May to October. The initial

values of depression storage are also given for comparison.
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e .
fable 7.3, Volume of Lepression Storage

Date* Plot No. | No. of Total volume [Average vol.
Depressions (cc.) /Depression
10-5-72 /2 151 370.0 2f2§')
27-7-72 I/2(1) 55 35.4 0.64
10-10-72 I1/2(2) 108 74.1 0.70
I/4 179 779.0 4.58
I/4(1) 138 151.2 1.10
1/4(2) 144 157.2 1.10
I1/2 140 410.0 2.93
IXI/2(1) 91 66.6 0.72
I1TI/2(2) 108 80.4 0D.74
I1/4 120 295.0 2.46
II/4 (1) 56 24.4 0.44
I1/4(2) 66 40.3 0.61
I11/2 145 685.0 4.72
III/2(1) 61 28.3 0.46
ITII/2(2) 90 60.5 0.67
II1/4 91 149.0 1.63
ITI/4(1) 74 53.6 0.72
ITII/4(2) 84 65.1 0.70

*Initial measurement on 10-5-72 and subsequent measurements

on 27-7-72 and 10-10-72.
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Al eNaminat j St
AN examinat ion oy the values of depression storage

volume indicates a large seasonal reduction from the initial
values to those obtained on 27-7-72. The reduction in
volume of storage is due to both a substantial reduction
in the number of depressions and ‘e reduced depth and

surface area, as is evident from the values of average
volume per depression.

A further comparison of the sets of data in Table
7.8 reveals that there is a small increase in depression
storage volume from 27-7-72 to 10-10-72 which is contrary
to the expected trend of decreasing storage with time.
The increase in volume is explained by an increase in the
number of depressions, which consistently increased in
all the sample plots. Even though the observed increase
is insignificantly small, the consistency in trend calls
for ar explanation. A comparison of the figures of average
volume per depression for both sets of data does not show

any consistency in trend as to suggest any change in the

geometric properties of depressions. The increase in

volume is therefore due to an increase in the number of

depressions. The increase in number of small depressions

was apparently due to the effect of some disturbance to
the surface of the sample plots caused by the earthworms

and other insects which burrow in the soil. This remark

i i servation taken during the
is based on actual visual ob

photographing of the plots. The increase in depression
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store B 1 - : )
storage is too small to Suggest any significant contribution

by these natural disturbajces to the recovery of potential
storage.

The substantial decrease of depression storage during
the first part of the year suggests that it is unrealistic
to assume that depression storage can be revived to its
initial capacity, after infiltration and evaporation of
the stored water, as done in some of the studies reviewed
earlier. The assumption of a constant valiue of depression
storage is therefore not justified. Every hydrologically
significant rainfall event is likely to modify the geometric
properties of depressions, resulting in a decrease in
depressioun storage. In this process, the smaller size
depressions may disappear whereas relatively large size
depressions may be reduced in size.

The results of this analysis suggest that there is
a rapid decrease in the volume of depression storage
during the initial periods of rainfall, and at a certain

point in time the potential storage capacity attains a

more or less constant value. The magnitude of the final

storage capacity will depend upon the initial storage
capacity, soil type, slope, and rainfall characteristics.
The available data in this study is not adequate to
develop any mathematical expression for describing the

rate of decrease of initial storage capacity with time.




196

Heds felt that an “Xponential decay type curve used to

describe infiltration rate might be anp appropriate form

r+
(ad

ctf this relationship,

7.43. Geometric Properties of Depressions

Examination of the data of geometric pProperties of
depressions indicated a considerable reduction in the
values of depth and Surrace area and consequently storage
capacity. In fact, ihe reduction in the total volume
of depression storage was due more to a reduction in
depth and surface area than to e reduction in the number
of depressions. The volume of individual depressions
was observed to be less than 8 cm. in most of the cases.
Also most of the depressions had depths less than 0.5
cm. compared to 2 cm. observed in the initial measurements.
Similarly the surface areas of depressions were less
than 37.5 sq. cm., a very small area as compared to *that
obtained in the initial data.

The frequency distributions of volume, depth, and
surface area exhibited similar patterns, with the largest

frequency in the lowest class and a relatively abrupt

decrease in the next lower classes. On the average,

more than 85 percent of the frequencies fell in the lowest

ini 1 ere distributed in the
class. The remaining frequencles w

next four to five lower classes. The general trend of

the frequency distributions can be seen in Fig. 7.12
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(a, b, and ¢) which show the histograms of volume, depth,
and surface area, with respect to plot I/2(1). The shape
of the histograms suggested that the Weibull density
function could be used to approximately describe the
observed frequency distribution. The fitting of a theoretical
distribution was not attempted, because of an insignificant
amount of depression storage and negligibly small depths
and surface areas of depressions.

The relatively large size of depressions observed
in the initial measurements of the surface partly or
completely lost their capacity due to the process of
degredation cf higher points enclosing the depressions,
thus lowering the pour point, and aggradation of depress-
ional area. In effect, both these processes generated
by the rainfall and overland flow occurring simultaneously
in different parts of the surface jointly lead to the
reduction in maximum depth and surface area of depressions.

This results in the reduction of depression storage.

7.44. Surface Roughness
The roughness components of the selected sample plots

were computed as done in the case of initial data. The

results are shown in Table 7.9. The corresponding values

of roughness components pased on the initial measurements

are also shown for the purpose of comparison.
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Table 7.9. Roughness Components of Selected Plots.

Roughness Components

Plot No. M P % 5 CL
I/2 .3068 17.212 .0816 5.575 167.72
I/2(1) .2649 14.331 .0825 3.836 167.71
I1/2(2) .2910 15.866 .0823 4,737 167.71
I/4 .1803 11.028 .0931 2.160 167.97
I/4(1) .1597 9.804 .0843 1.653 168.43
1/4{(2) .1880 11.896 .0844 2.436 168.37

11/2 .2733 17.445 .0803 5.340 168.49
II/2(1) .2509 14.426 .0837 3.739 168.07
II/2(2) .2910 15.896 .0844 4.681 168.27
I1/4 .2219 12.591 .0849 2.854 167.87
IT/4(1) .3145 19.242 .0824 6.130 168.44

II/4(2) .3297 20.639 .0842 7.329 162.34

III/2 .2796 16.728 .0849 5.237 168.00
III/2(1) .3285 20.420 .0853 6.502 168.48
IIY/2(2) .3245 20.687 .0873 7.345 168.48

I11/4 .3785 22.558 .0851 13.091 168.54
III/4(1) .4437 27.632 .0844 12.641 168.51
IT1I/4(2) .3737 22.446 .0819 8.613 168.29
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An examination of the values of roughness components
given in Table 7.9 does nct reveal any marked reduction in
subsequent measurements of the surface which could be
attributed to the smoothing effect of rainfall and overland
flow reflected in the geometric properties of depressions.
Also, the differences in the magnitude of the roughness components
based on three sets of measurements do not indicate any con-
sistent pattern or trend which could lead to an inference
regarding the response of the surface to rainfall events.

A comparison of the first two sets of data indicated a
small reduction in the values of relief factor, slope factor,
and resistance factor fecr plots 1/2, 1/4, and II/2. This
trend was reversed in plots II/4, III/2, and III/4,
indicating increased roughness after rainfall. The magnitude
of relief factor, slope factor, and resistance factor based on
the third measurements were consistently larger.by a small
amount than the corresponding values based on the second
measurement, except in plot II1/4.

The increase in the values of roughness components after
rainfall, observed in plots II/4, III/2, and III/4, was
possibly due to the fact that these surfaces were subjected

to varying degrees of erosion due to relatively steep slope

and overall irregularity of the surface. The occurrence of

erosion was evident by the existence of rill, dissections, falls,
etc. in some of the plots, giving rise to a more uneven surface

which was reflected in the larger values of roughness components.
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This also explains the observed small increase in the values

of roughness components based on the third measurement when
compared to the second set of data. The results of this analysis
further establishes the validity of the concepc of roughness
components and its appropriateness in physically describing a
surface and identifying changes taking place in response to
external forces.

7.45. Depression Storage and Surface Roughness

It appears from the above results that the geometric
properties of depressions change noticeably with time during
the year, but roughness components do not exhibit any sign-
ificant change over the same interval. This trend suggests
that the dynamic responses of depression storage and surface
roughness are not related for the range of data under study.
The differential behaviour of the two surface properties in
response to the same seasonal factors calls for an objective
anslysis keeping in view the geometric properties of the
surface and the physical processes involved.
be recalled that the roughness components describe

It may

the surface roughness of the entire plot studied based on

the average characteristics for selected profiles. They

account for irregularities of the surface caused by all

microrelief features occurring within a horizontal distance

of 5 to 60 cm. This range includes the irregularities caused

by depressions As mentioned earlier, the surface area of
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the plots occupied by storage depressions was only 3 to
10 percent of the total area. As a result of seasonal
changes, the extent of area under depressions was subsequently
reduced to less than 5 percent. Thus, the proportion
of the plot area involved in depression storage was very
small, and although the storage characteristics may vary
considerably from season to season, the influence on the
total area due to depressional storage changes cannot be
large.

A distinction has also to be made between a micro-
relief feature contributing to roughness and forming a
depression, and depression storage itself which is controlled
by a pour point. The elevation of a pour point defines
the boundary of a depression within the extent of a micro-
relief feature. The depressional area is thus bounded by
higher points of the microrelief feature which, though

significantly contributing to roughness, do not contribute

to depression storage. The height and extent of micro-

relief features are generally larger than the depth and
surface area of the depression storage elements. In the
case of a lowering of the pour pcint by erosion, the depth
and surface area of the depression would be substantially

reduced with little change to the microrelief features.

The extent of such changes in the geometric properties of

microrelief features and the associated depression storage

elements will depend on the relative differences between




theilr sizes. This may lead one to expect differing

responses from surfaces with different depressional storage

characteristics.

Under comparable soil and topographic conditions the
rate and amount of such changes in time will very much
depend on the cize of depressions and possibly the orientation
of pour points in relation to the direction of flow. Small
size depressions are likely to change much faster as has
been experienced in the present investigation where the
depth of depressions ranged from 0.0l cm. to 2.79 cm.

Since the range of depth was considerably smaller than the
heights of th2 microrelief features, shown in Fig. 7.11,

the smaller depressions completely disappeared and relatively
larger depressions were reduced in size resulting in
substantial reduction in depression storage with no apparent
change in roughness. In situations where the depressions

are relatively iarger in size the results are likely to

be different both in terms of contribution to overall

roughness and seasonal changes. The large size depressions

associated with a surface tilled with heavier implements
will occupy greater a proportion of the total surface area.
Also, the geometric properties of the depressional storage
elements will be comparable in size with the microrelief
Under these conditions the contribution of

features.

depressions to surface roughness of the plot is likely

to be significant and may be reflected in the roughness
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components.  Also the rate of change in the geometric
properties of depressions is likely to be relatively slow
compared to small size depressions. Even in this situation,
the seasonal changes in depression storage will be more
pronounced, compared to changes in surface roughness,
because of the vulnerability of pour points to erosion.
The aggradation of depressional areas is an additional
factor which reduces the depth of depressions but does
not affect microrelief features.

The effect or erosional processes occurring on a
surface during and after rainfall invariably results in
some reduction in the geometric properties of depressions
because of lowering of pour points and sedimentation of
depressional areas. This may not always be true in the
case of surface roughness. In fact, erosional processes
may sometimes lead to higher roughness with the formation
of rills and gullies. In such a situation, it may not be
surprising to expect higher roughness components and

substantially reduced depression storage over a period of

time. In view of the observed differential behaviour

of depression storage and surface roughness and the points

discussed above surface roughness does not appear to be

a good index of depression storage.

7.5. APPLICATION of RESULYS

1L L agguroprlate ot this stare to summarize the
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salient points brought out in the discussion of the results
and to make ah objective assessment of their usefulness.
The application of results is presented in the light of
the deficiency in knowledge about the depression storage
as revealed in the review of literature. It is not an
attempt to describe the details of how these resul*s can
be applied but a projection of the hydrologic situations
where the results of the analyses could be used with advantage.
In some of the applications propcsed herein the usefulness

of the results of this study may have to be experimentally
established.

It may be recalled that depression storage has indirectly
been considered in many hydrologic investigations including
conceptual hydrologic models. The direct measurement of
depression storage on a natural surface has not been
attempted before this study. The present study not only
provides a simple technique of computing depression storage
for any surface using a digital surface model but also

provides information on geometric properties of individual

depressions. The method is applicable to both microsurfaces

and macrosurfaces.

The study reveals that the proposed technique of

developing a digital surface model using a photogrammetric

approach is simple, fast, and adaptable to any type and

size of surface. The microsurfaces requiring estimates of
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depression storage or roughness components can be photo-

graphed from close range, whereas macrosurfaces can be

photographed by an airborne camera from any predetermined
height. The choice of height will depend upon the required
scale of the photographs which in turn will depend on the
size of topographic varigtions of interest to the investigator.
The photographs can then e used to develop a digital

surface model.

The photogrammetric method requires the use of a
stereocomparator or other similar instrument for measuring
photographs and for digitizing data. The high cost of
such instruments may be considered as an apparent disadvantage
of this method. However, these instruments are generally
available in a photogrammetric laboratory as part of basic
laboratory equipment and so cannot be considered to be a
limitation. In contrast, the especially designed point
gauges referred to in the literature, in addition to being
expensive, have serious limitations such as limited coverage

and adaptability to different types of surfaces. They

are also time consuming, and lack sufficient control after

the instrument is set for any grid distance. The photo-

grammetric approach does not suffer from any of the above

limitations.

The results of the reported study make it possible

to directly measure depression storage on any surface.

This includes small size depressions associated with micro-

e T RV Wit 02 T I BT oty 4
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surfaces and large size natural or artificial depressions

existing on macrosurfaces. The only data required is a
digital surface model. The measured values of depression
storage, when used in a general storage equation, will
allow a more realistic relationship to be developed between
detention storage and runoff for any area. This will also
eliminate the error introduced by an arbitrarily selected
value of depression. storage in hydrologic data analysis
including simulation models.

Depression storage materially varies from watershed
to watershed and also within any given watershed, depending
upon the geomorphic setting, topographic features, and
management proactices. The spatial variability of
depression storage calls for some type of classification
of the watershed area. Since the systems of land form,
evolved under the same geomorphic processes, exhibit a
certain degree of geometric similarity, their description
is amenable to classification. The area under each

geomorphic class can be further subdivided on the basis of

slope, vegetation, and management practicess Some of the

classifications such as soil-cover complex (Chow 1964),

land capability classification (Klingebiel and Montgomery

(1961), and geomorphic grouping of soil (England and

Onstad 1968; Engiand and Holtan 1969; and England 1970) can

satisfactorily be used to delineate hydrologic response

units for the determination of depression storage. The
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depression storage values for all such units may then bo

weighted to compute depression storage for a watershed

This will yield a realistic estimate for use in any
investigation dealing with the response of a hydrologic

system.

The study also reveals that significant relationships
exist between the three important geometric properties of
depressions, ie. volume, depth, and surface area. The
form of the relationship is applicable to any size of
depression indicating similarity of physical processes
involved in the forming of a depression. For example,
an increase in depth will require an increase in surface
area within the constraints imposed by the soil properties.
These relationships could be usefully utilized in computing
one with the help of the other.

Additionally, the data regarding geometric properties
of individual depressions can be processed to obtain
relevant frequency distributions. This will not only

provide information on the total volume of depression

storage but the contribution by depressions of different

size groups to the total storage and total depressional

area. This information may be incorporated in simulation

models for developing an appropriate parameter of depression

storage and its time distribution.

For a realistic simulation ot watershed response, &




209

conceptual hydrologic model must account for the rate of
accretion to and depletion from depression storage. This

is possible only if the information on geometric propercies
and their frequency distribution are available. The
availability of such data will provide information on the
total area under depressions which will initially not
contribute to runoff. As the rainfall continues, smaller
depressions will be filled up and part of the surface area
under depressions will start contributing to runoff. With
the passage of time, larger size depressions will be filled
up and will start cortributing to runoff. This process will
continue till practically all the area under depression will
start contributing to runoff. With a reliable estimate of
excess rainfall (P - F) and the rates of inflow to the
depressions, it is possible to almost reproduce the runoff
generation process. The rate of inflow to a depression
will dépend upon its drainage area which has to be determined

for each depression. Though it has not been attempted in

this study, it is possible to use a similar logic for

determining the catchment areas of all depressions.

As pointed out by Linsley (1967), it is not the flow

routing technique which is responsible for the present

inability of hydrologic models to reproducz watershed re-

sponse, but the lack of quantitative data about the hydrologic
- I

258i gtorage and infiltration rate.
processes such as depression g

The present study provides a technique of determining most
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of the information about depression storage required in the

analysis of hydrologic data. It is now possible to develop

realistic parameters of the hydrologic models based on the

measured values of depression storage. For example, the

apprcach suggested by Claborn and Moore (1970) using a

hypothetical distribution of depression storage could be

used with the measured data as briefly discussed below.
Claborn and Moore (1970) assumed a parabolic relation-

ship between the area producing runoff via depressicn storage

and the fraction of volume in depression storage to describe

the time distribution of stcrage in their proposed water-

shed simulation model. The relationship is shown in Fig.

7.13. This was based on a preliminary analysis involving

hypothetical size distributions of depressions visuali-ed

to exist on watershed surfaces. Normalized area-volume

histograms, considered in the above relationship, are shown

in Fig.7.14. Since the above relationship was not based on

observed data, it was considered worthwhile to use the data

of the geometric properties of depressicns presented in

this study for checking the validity of the above assumptions.

Instead of a normalized area-volume histogram, as given

by Claborn and Moore (1970), a depth-surface area histogram

was drawn using data of sample plot I/l. Since depth was

found to be linearly related to volume, the shapes of the

histograms may be expected to be similar. The resulting

* [ | by
histogram was comparable to basin ‘a of Claborn and Moore
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(1670), except for class 1 which had the highest proportion.
It is evident from this result and the frequency distribution
of geometric properties-discussed earlier that basins ‘a'

and 'b' of Claborn and Moore (1970) reflect reasonable
assumptions for depression storage.

Using the same data, ratios of the actual volume of
depression s*torage to the maximum volume were plotted against
the corresponding fraction of depressional area producing
runoff, as shown in Fig. 7.13. The closeness of the plotted
points to the theoretical curve again supports the validity
of the assumed relationship. The abocve application of the
results strengthens the earlier assertions that information
on the geometric properties of depressions, existing relation-
ships between the three properties, and their statistical
distributions. can be usefully utilized in the developnment
of model parameters. The time distribution of volume and
surface area on any surface can satizfactorily be described
by their cumulative distribution functions. In fact Claborn
and Moore (1970} suggested the use of an exponencial function
to describe the time distribution in pasins 'c' and 'd’.
peen established by the results of this study

It has

that the frequency'distribution of geometric properties can

be satisfactorily described by the exponential and Weibull

density functionsg. Again these theoretical distributions

appear to be applicable to all types and sizes of depressions.

This information can +hen be used in a theoretical in-

vestigation, using a computer model of a watershed, to

_—-—_ﬂ—“__""—-_
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evaluate the effect of depression storage on the system
response. It may be recalled that Crawford (1969) reported

a significant effect of depression storage on the watershed
response. The availability of gquantitative data will make
such investigations more realistic and purposeful. For
example, it may be desirable in some situations to manipulate
a surface to increase depression storage in order to obtain

a desired system respones.

The results of the present study also reveal that
roughness components based on the Fourier series analyzis
closely protray the physical scructure of a surface and
therefore provide a useful method of gquantitatively
describing a surface. gince the roughness components
represent specific physical properties of a surface, it is
pos ~iule to compare the relative roughness of two or mor=
surfaces in terms of any geometric property.

As pointed out eariier, the two surface properties,
storage and surface roughness, control the

ie. depression

response of a surface system. The physical description in

terms of roughness components can be used to compare two

or more surfaces having differing hydrologic responses.

The observed variabilities in the hydrologic responses

could be explained in terms of any specific geometric

property associated with any surface which will be reflected

in the magnitude of roughness components. This would lead to

unoff process occurring on

a better understanding of the ¥
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a surface.

Despite considerable efforts devoted to overland flow
investi jations, using equations of motion and continuity,
it has not been possible to develop any method of estimating
the hydraulic roughness of a surface under study. A
reascnable estimate of roughness of a watershed surface is
all the more difficult. Since the surface irregularities
which contribute to hydraulic roughness are reflected in
the roughness ccmponents, it may be possible to experiment-
ally obtain a relationship between the roughness components
and the corresponding hydraulic roughness. These relation-
ships could then be used to compute hydraulic roughness with
the help of roughness components.

The information on the physical description of a
surface could also be utilized in the development of a
physical watershed model. The usefulness of such a model
is at present limited partly because it fails to represent
a natural surface and also because there is no way to

evaluate it. The comparison of roughness components

obtained on any natural surface and the surface of a corres-

ponding physical model may provide a basis for evaluating

the representativeness of the physical model surface. 1f

this could be achieved, the usefulness of a physical model

for evaluating tae hydrologic response under different

surface conditions would be much enhanced.
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8. CONCLUSIONS

The study reported in this thesis leads to the following
conclusions.

l. The photogrammetric approach used to develop
a digital surface model is well adapted to
both microsurfaces and macrosurfaces for
determining surface properiies.

2. The spatial distribution of depressions on
a surface has both random and direction
oriented components.

3. The proposed method of determining depression
storage, using a digital surface model, is
simple, fast, reliable, and adaptable to any
type of surface. The method provides
information on important geometric properties
of depressions ie. volume, depth, and surface
area.

4. The available data indicate a significant
relationship between land slope and total
volume of depression storage. The reduction
in total volume of storage with increasing
slope was both due to reduction in the number

of depressions and reduced depths and surface

areas of depressions.

5 There exist definable relationships among the

three geometric properties of depressions
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which could be used to compute one with the
help of the other. The form of the relation-
ships appears to be applicable to all sizes
of depressions.

The frequency distribution of the three geo-
metric properties can be approximated by a
three parameter Weibull probability density
function.

Roughness components based on Fourier series
anslysis adequately portray the physical
structure of a surface and therefore provide
a good method of quantitative description of

surface roughness.

There is no relationship between depression

storage and surface roughness within the range

of data reported in this study.
geasonal effects are very pronounced in

reducing the volume of depression storage.
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parameter of Exponential Distribution* for Volume
¥
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and Surface Area of Depressions

Sample

Plot No. Parameter A
Volume Depth Surface
I/1 0.3314 | 0.4561 | 0.4657
I/2 0.4075 0.4879 0.4871
/3 0.1509 0.3720 0.3935
I/4 0.2180 0.3080 0.3953
I/5 0.1136 023670 0.4092
I1/1 0.3104 0.4779 0.4676
I1/2 0.3417 0.4762 0.3857
I1/3 0.2762 0.5720 0.4555
I1/4 0.4062 0.6091 0.4959
I11/5 0.5297 0.4718 0.5459
ITI/1 0.2238 0.4157 0.3588
I1I/2 0.2117 0.5133 0.4662
I1%/3 0.3074 0.8366 0.4816
III/4 0.6124 0.6618 0.5385
III/5 0.7517 0.6426 0.6013

*Exponenticl distr:.

f (x)

pution function,

_ ke-kx

4

x =0

Depth



i

.mParametersMb bull stribution* for Volume, Depth and Surface Area 0f Depressions.

Parameters, a, b, c.
Sample
Plot No. Volune Depth surf{ace Area
a b c a b o4 a b c
I/1 0.0597 | 1.8825 | 0.6635 0.0995 | 2.0023 0.8819 0.9950 | ©0.3812 | G.386%
1/2 0.0597 |1.8472 | 0.6913 0.0995 | 1.9830 0.86061 0.9950 | 0.3734 | 0.3E84
/3 0.0597 | 2.7873 | 0.6744 0.0995 | 2.5664 0.9446 0.9950 | 0.7036 233
1/4 0.0895 | 3.5269 | 0.8659 0.0798 | 3.4938 1.3312 0.9950 | 0.7704 | 0.41384
1/5 0.0398 | 2.6859 | 0.6938 0.0971 | 2.6444 1.0413 0.9950 | 0.4062 | 0. 3706
I1/1 0.0597 | 1.7500 0.6314 | 0.0995 1.7958 0.7684 0.9950 | 0.5416 | 0.4114
I11/2 0.0597 | 1.9437 | 0.6065 0.0995 | 1.8683 0.86325 0.9950 | 0.4751 | 0.3863
I11/3 0.0597 | 1.2951 | 0.5861 0.0995 | 1.4661 0.7675 0.99%0 | 0.3029 { 0.3718
I11/4 0.0597 | 1.1658 0.5759 | 0.0995 1.2696 0.7340 0.9950 | 0.3427 | 0.3872
11/5 0.0398 [1.7939 | 0.8247 6.0995 | 1.9121 0.8841 0.9950 | 0.2043 | 0.3933
I111/1 0.0597 | 2.2722 | 0.5760 0.0995 | 2.0861 0.8056 0.9950 | 0.5290 | 0.3636
I11/2 0.0597 |1.4818 [ 0.5279 0.0995 | 1.6251 0.7931 0.9950 | ©.2143 {1 0.3541
111/3 0.0597 |0.8224 | 0.4911 0.0995 | 0.8704 0.6371 0.9950 [ 0.19a2 | 0.3472
IT11/4 0.0398 [1.1989 | 0.6896 0.0995 | 1.1824 0.7490 0.9950 | 0.2475 | 0.368%
II1/5 0.0298 [1.1153 | 0.7698 0.0995 | 0.9399 0.6164 0.9950 | 0.2389 L9.3953
c-1

c
x - a X = a,

*Weibull distribution function f(x) = %( - ) exp (- ( —) )




e

Data of Test For Goodness of Fit of Volume, Depth and Surface Area.

Computed x? statisticIp
Sample ] Volume Depth Surface Area
Plos NO'Expo'nential Weibull | Exponential|Weibull |Exponential Weibull
I/1 25.83 23.57 3.67%% h.le* * 22.76 3.79%%*
I/2 11.61%** | 22.44 7.88*%*% 11.10% 21.57 5.96**
I/3 105.27 29.54 11.22** 113.34% 24.99 26.22
1/4 19.18 11.65** 32.16 9.08** 26.39 11.40%*
/5 192.27 28.49 12.74%* 11.64%* 44 .09 17.78
II/1 26.75 17.67 2.07** 7.87%* 11.30* 6.77%
1I1/2 30.28 40.22 10.69* 15.49 36.95 5.88%%*
II/3 86.95 33.95 4,11** 6.03%* 28.71 0.63*%*
II/4 33.10 26.58 2.00%* 8.99 24.38 3.79*%*
II/5 5.31** 7.19* 12.08* 34.60 18.45 4.66%
I1I/1 60.02 24.33 5.01%%* 7.36%* 38.22 23.62
I1I/2 136.43 52.39 ° 3.73% 7.56%* 45.51 4.64%*
I11/3 103.50 55.31 4,.01** 19.05 32.98 1.81**
III/4 14.95 15.24 2.59%* 2.79** 17.02 2.37%%
III/S 8.08* 13.76 3.30** 24,98 12.51 3.21**




* %

Difference between
frequencies is not
significance.

Difference hetween
is rot significant

observed and theoretical
significant at the 5% level of

observed and theoretical frequencies
at. the 1% level of significance.
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Co B P\ £ A 1 i M
Al \...me:d.LLE!!?v_..EC‘XSiUN ..Rli(‘.‘).-h"ll.ZJ!el\.L('?)-ﬂl |P~E,.(."'.)_|T(,9,.!|‘ 50001 _
P "lSlZO)aCllST(lGZI'SLIST(IOJiPWC(ﬂOkia R A I
.| - DOURLE P ECISIUN:RlvRZ.RB-Kﬁ'RS.Rb.FTJEBpBQ)-ARI.ARZo‘u ¥ 5.0002
'} 1 AR3, AR&)s ARS , ARG ART ) ARB 1 ARSy BXeBY B2 ALLYAL2#AL3y
2 AL‘HALE’;AL&;‘_AL‘“ LByALT Ul;tVliUZvVZi .PPl.PPZ:.P‘;PB._- Ty
3.PPhy T1hT2: T3, T4y 5‘TQDT71TﬂvTQJﬂl1A2vﬁ31037v0ﬁl£“""
1y X29 9.2 120 PX1PY 1 PZol: DELR y HANT, 2CXo LY pBXL
1 1 15 LIST D), LYSTLED? 5. 0003
COMAON - S ply R2¢R3 g R4 RS REYR T RB RS 5.0004
T ARS yAR4]y ARS ) ARB AR Ty SRO ¢ ARTY AX5B YRy ALY :
2 ALaiaL CALE (ALT yALB7ALY) ULy V19U29¥2s PPLyPP2
“1'3 PP4y T 'TZ’TB'THvTS.T6{T7o“B!TQI'S- o TRl
\ EauvaLﬁuce-(Rl.nh1:).(Aa;m«ntx)l.(ata.Aclit il o 5. 0005
11 (ULeMtld e LPPLLPRILID, (TUeTEL) o (AL9ST16D)y | :
1 2 1428 017))y (A2, 518010, (DBYsS(19)), (DBZ,S(20)
1 FORMAT {14y15 .FJ‘?‘B.ZF'[.“.&.FT;'.O.F?.!.FT'.#.[7.20)(, S« 0006
‘|2 FORMAT [tT4s F5ely 9F 7.2y 6Xy 12} ' ke a S.0007
: I3 FoOR AT C T4,2xy T4, | 4F10.3,13.0 . - M. 0008
‘001 o FORMAT [t1H ,1445%,5F15.9) e T p M. 0009
‘o011 5 FORMAT (16 ¢15.419) |
0012 o5 FOKMAT [(1H ol4s 15, 419) 4  _° : M. 0011
0013 lo FORMAT ~{{SHOERROR |12+ 14H. EXIT AT CARD2I&). 5,0012
00l o |9 FORMAT {{1H1} .. AR ii . SR S.0013
: e : : : : - ,
C L L :
c BLOCK A "INIT[AL!ﬁE THE TRIANGULATION
c [ | ‘
c READ CODESs FOCAL [LENGTH, ETC ,
€l : i i :
1000 READ (S5s1) KKy lKKK' Foe C)e' CYs BXls| CE» CR, NUOCRD¢ K7 tH.0019
| cw CR / 1004. ,) a0 it $.0020
CE (CE ¢ 12786. & CR)./ (F*F) 5.0021
WRITE (6,9) , | Me 0022
KK o KK+ 1 5.0023
ke 1 5.0024
IF (KK} 2901, 2901, 1001 $.0025
100y IF (KK-3) '10:0 1010, 2901 S.0026
£ £
© ¢ | mEAD CORRECTION TABLE
c - 5 B
1010 X1 1 . 540027
1011 K2 o K1+ 'S. 0028
READ (5.,2) K3, (T3, M.0G29




101 0O 1017 | T = 1,K6

(CFORTRAN IV G LEVEL 21 MAIN DATE
\__0025 1F_(KL=11 10}, 1012, 10%% . _ . . . -
- -0027 101 Ko TelK3 i [
¥ 00z8 : DELR -(13 | |
\,__0029 X3 . =2 e o
(0030 . 1€ TK6=162) 1014, [10149 2902 '
T R c ] |
c . CHECK CALD SEQUENCE | ;
c CHE ! |
101 x7 KT + 1 1 !
T xs- Avl 2902, 11015, 2902 '
101fs K1 KL + 9 ; i
1F. le-Kzl 1016, {1016, 1011 !
c t i |
c DIVIDE ﬁnnxAL CORRECTION BY FNTERVAL l
c i
|

0046
0047
. D048

‘00580
0051

0053
0054
0053

- 0056

. 0057

wuse

- 0047 .

G052 -

noo

K&MAK =

READ '( ) 1014 102,
1018 K J.
MDD 1
px zcoudo.
PY=400000.
. P1=600000.
c
. C
c BLUCK B | PERFORM
C 1
C FIRST ITERATION
L ] |
1100 K j 1 !
KA =1
k2 1 |
KK1 21 ‘
WRITE  [(6:55)
00 1101 1=1,10
1101 LISTCD) = -1 |
CoLl j 1 |
K5 K4aMA X
1F (k& < KaMAX) 1102,
1102 KS§ ﬁ Ké |
K8 ﬁ
1F (Ké&- 1

lOﬂT CLIST(I)|= CLIST(l) ¢/ (OELR, '« 1000.}
|

PEAD FIRST CARD OF FIRST MODEL

) 2903, 20@30, 2030 !

(PECI) 1= 04 e Kb

i
i

HE RFLATXVE UR!ENTAf'DN

2030, 2030

T2348

it ot R AR

14/32/%2

5. 0035
S.0036
S.0037
$.0038
5.0039

.S‘ 0040
S.0041

5. 0042
Me 0043
S.0044
5. 00465
'$.C046
5.0067
5.0048
$.0049

5.00%0
S« 0051
5.0052
S. 0083
M, 0054
S. 0055
S.0056
5.0057
S, 00%8
S.005%
S. 0060
5.00061
S« 0062

U TR

PAGE QO0CL




‘ FORTRAN v G LEVEL 21 T U MAIN ‘ DATE = T2348 14732717 PAGE UOUY
[ c |l KEAD ETEST GROUP OF uaumumr- POINTS
[+ 'l |
0059 LL10_K N ; ; . mooned )
6060 ! cﬂ .u “Yoho ! i ; $.00064 ; i
0061 111h po 1112 |1 = L4 | 1 ; 5,0065 | e
0062 PHCIK2} [ W1 l ! ; ! 5. 00k !
oced | 11 k2 K2 + 1 \ | i ; ‘ 5.060T 5
c i ! = ,
c «8G POINT FOR SLALi[NG NEXT M"IDEL ‘l ) ; E
(d ' ! i : ! ;
0064 IF (LI-10) 1113, 1113, 1120 ‘ i | 5,006 . |
0065 1B IF (K6 = 1) 1120, 1114y 1129 | | : 5. 0062 ‘ i
006 111 LisTiLl = 1o(e1) | ¢ i | ! 5.0070 | ;
0067 Lt AL+ “ . '_ . , 5.0071 i |
c068 . rel =2 | ! i ' 5.0072 ‘
\ H
c \ COERECTINN EQUATION FUR FIRST m.pumu : '
- c T2 15 THE C(lfFFIC(EHI’ OF 2Am2L0ELZ .
c T6 15 IN SECCND PART OF EQUATION :
c : i i I
ouL9 112p T1 =‘|v1 a v2 4 1. , ! 5.0073
0070 | T2 vy owou2 b ' ‘ $.00Th
G071 12 2-u2 i '. . S uuTs
0072 T4 4z - u ) : 5.007¢
co7d |- 15 = UL * V2o, ! S.uutr?
0CT4 T6 S vz - Vi .1 l _ 5.0078
c .
< FOR THE CONTRIBUTION TO THE NORMAL EQUATLONS, | .
0075 60 10 2099 { $.0072
c .
‘co7s 1121 K1=K1+1, : Mo GERn
u 077 I 1FIKk)- L= k5160 TO -\zum PRt
z ' c
= c 10 smvu THE NGR“\I\L EQUATIONS s : ;
e 0078 G0 TO 2100 ! ] 7‘ $.00H1 g
c | , , i 5
J . 0G79 1150 BY ={ Day \ i ; 5.0CR2 i
5 . 0080 [} Bz | ; : S.0083 i
. 0081 Do HEIJ 1=1,9 i \ ; : i 5. 00u4
" 0082 1151 AR(D) RITD ; | ; : | s 0025 a
. " , . 1
J c TEST su‘\e OF coant».‘cncms E | ii |
¢ i : . -
I 0083 po 11521 1=164,20 | ‘ ' i §.00hb i
- 0684 1F (30. ¢ SCI1) 1200 11524 1200 : 5. 0uAT
B 0085 1182 cummu& . 5, 0084
o 0046 |” o To 1300 S.0089
L l : j
Z a . :

IR

|

| |
i ‘s ; 1
IR




(O TIR A S ]

(TFORTRAN 1V G Cevel 31 T TMAINTT
5 c T R e v Apeemeims e s S e g e
[ SECGWD ITERATION, USED ONLY UIF !
c FIRST COKKECTIGNS ARE LARGE
c L i lam et ) :
(0087 1200 X = 2 ! |
0088 1201 K2 = 1 i |
0089 Gu T 20730 i |
' c ! ;
c USE FIKST GROUP OF ORIENTATICN POINTS
3 ¢ : \ ,
0090 120p K1=0 \ |
. 0091 1205 K1=K1+1 | i
0092 00 1203 | 1=1,4
. 0093 'TRS 4 PHC (K2}
. 06S4h 1203 K2 k2«1 |
0095 GU TU 2040 \
0096 1206 TFIK1-K5)1205,1206,12006 :
0097 1206 GO TO (2697, 2100, 1302y 16021, K :
C .
C F AL lﬁERATIDN
‘ .
0098 1300 ¥ 43 ‘
0099 \ K8 41 .
0100 Gu TN 1201 \ i X
. 0101 1301 GO TG (1204, 13031, K€ ! “
[ | ! .
¢ '. @ |
C UsE MEMﬂlNlNG URI&NTATION PULNTS, 1F ANY
c |
0102 1302 KB 42 | 4 ‘
0103 3 J KauAX + 1 E !
" 0104 K8 = K5 i i }
0105 1303 K8 4k e 1 '
0106 IF (KB-K4) 2010, 2010, 2100 | |
¢ - x
c pLACK © ‘ SCALE THE MODEL ! l
¢ | | | :
c J i | i
0107 1400 XA 2 ! !
0108 GO TO (1450, 14011, MOD :
2109 1401 KB =1 l
0110 ax q1- ; i h
0111 J % ] ; i
C ! : .
c 70 COMPUTE SCALE FACTUPS, [
ol12 GO TO (Y&lDy 14300, KK2 i
o i i ‘ '
c ust SPECIFIED REGULAR PGINT SEQUENCE !
‘ i ; i
| . |
{ i i
| | |
1 |
J a | !
g : i ! .

14732712

'S, 00a0
5, 0091
5.0092

M. 0093
Mo 0G4
'S 00%4
S. 0095
S. 0045
ST
M. Q04A
e COBT

5.0100
5.01M
S.ulu2
513103

S5.00104
$.014%
5. 014
50107

T.0108

5.0109
s.30110
$.0111
$.0112
S.0113

5.0114

PAGE UCL4
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FORTRAN IV G LEVEL 21 MAIN DATE = T234E
\ c . [
- 0113 141p kKB = 3 i g
Olle GU TO 12799 1411y 1412, 14las 14131 KK
, 0115 oI KRR % 2 s - o ‘
o116 1612 kKA = 2 ! i
0117 GU TO 1620 i :
0118 1413 KKB = 4 | !
0119 1414 KKA =1 ~ { !
- 0120 14200 M2=KKA I -
x4 0§ C . 1 1
: ¢ REPLACE DISTANCE IN SLIST BY SCALE FACTOR
o121 1421 DO 1422 | 1 = 1.4 | f
0122 K7 daw M2 -jo s+l f i
0123 1622 W1} = PHE(KT) } ;
] . - L i !
; ¢ FOR X201 X1y Dy avﬂz. LAMBDAL, AMD (145 LAMBDA3,
0124 GO TQ 2040 i \ i
| 1 t
o12¢ 1623 4 dse1 | ! !
0126 SLIST(J) = SLIST{J) /7 T
ola7? GU TO (1424, 1632), KK2
0128 1426 M2=M2+l )
0129 lF(MZ‘KKrlthI'thI.lﬁﬁu
c |
c SCALE WITH TAGGED ‘POINTS
c 1
0130 1630 M1=0 X
o131 1435 ML=M1¢1 ;
0132 ‘ IF (LYSTHMI)) 1460, 1421, 1431
0133 L1631 M2=0 !
Y 0134 1436 M2=M2+1
0135 1F (IDIMZI=LYSTIML]) 1432, 12141432
. 0136 Ladz 1F(MZ-KS)3436,1637,1437
= 0137 1437 FE{M1-17)1435,1640,1440
T (3 |
o c ! MEAN THE SCALE FACTORS
A c | i i
2 0138 1440 T1 = 0. :
D 0139 BX = 0.
0140 pu 1443 . 1 = 14
™ 0141 1F (SLISTUI)) 1e&3, 2999, l44Z
(8 0162 1442 BX 2 8x ¢ SLIsY(D)
0143 | 71 d71e 1.
Ul4éd 1443 CONTINUS i
> 0145 BX 4 ux 7 T
= i
P c D1SCARD ANCMELOUS |SCALE FACTORS
o c | |
jUN] i
> I
= 1
Z 4 |

o
.k .{ i

e e 2o o o o

14732712

S.0115
5.0116
5.0117
S0l lA
$S.0119
S. 0120
Yeulcl
M. 0122

5.0123
5.0126
$.012%

S.012%

S.01c7
PRV ]
5 . (e
Yl sl
MLl

Ma0)p?
“wanted
SL.013
2o 03} 2t
MUl sY
Se s
RS
.01 47

L7

0 e

PR

“all 3
4., 0l80
$.Clal
f.0142
S.0143
S.0lba

HAEI T, R

PALE LLUD



CATE =

FORTRAN IV & LEVEL 21 MATN 72348
0146 T2, = 0._ [ ) )
0147 [ oo 1455711 = 1ad ¢ . :
0148 J1F ASLISTIDY) 1455, 2999, 1451 .
0149 1451_T3 = SLISTII) - 8X I
0150 1F (T3) 1452, 11’55. 1453 | !
0151 1452 T3 -13 i 1 g
0152 1453 IF (T3 = .999«9’)99@0 * T2) 1455, 1454, 1454 I
0153 145% K7 = 1 i i '
0154 1 = 13 | i
0155 1455 cmnuutu J i
0156 1F (T2 /) Bx - .0005) 1500, 1500, 1456 '
0157 145% SLISTIRTY = -SLIST(KT) : ! i
Q158 WRITE ({69551 &7 ! '
,'0159 © 60 TO 1460 i
C ;
_0150 16600 BX = AX1 ‘.
r !
c !
[ aLOCK D CUMPLETE THE ABSOLUTE ORI ENTATION
C H
C RALE cuMrCHEnTS AND GRIENT® LOH MATRIX
c i , .
0161 1500 HY =l ax ~ BY i :
01h2 ;¥4 ﬂ Bx * B2 ‘
0163 cC ™ (13)10. 1501)3. 0D
oloh 16G1 DO 1502 11 = 129
0165 150‘lz RiL) =| ALLT) \
o1es = 12
0167 co 10 2210 |
c
A RINT mmux AND c‘ouwmnrr_s OF CENTRES
¢ ;
0158 1510 0O 1511\ [=1,3
0143 1511 WRITE lt6e4) IDLa ARLI), AREI$DD, ARLT46)
0170 \ WA ITE (d.ssr { ‘
[3RAY K7 H i )
0172 \ G0 TO l\512' 1514N MQOD s ! i
0173 1512 1X = PX i :
oL7% \ 1y 4 Py :
0175 1z 3 PL i ‘
0176 WEITE (6,550 101y 17e 1Xs 1Y, 12
0177 16 (HDCRD) 1514y 15134 1514
0178 1513 PUNCH s.xm,m.xx.n.lz
0179 151 1x = PX ¢ BX
0180 1Y = PY + BY
0181 17 4 pr v B2
0182 WRITE  [t&r55) 1DL KTe 1%y 1Ye 12
0183 1320

1F iNJCWDI 1520, 1515,

|
n

D A
it m,:ﬁr';-:.a-,,“r

v L 3 5 g
ey SR R IR A e

-

Lo AR

14/32/10

T

S. 0145
$.0176
S 0147
Se0i6d
5.0145
5.015%0
S.0151
5.0152
LeaUlb3
5.01%4
Seliinb
SeULLH
M.C14T
S.Ulbs

5.015%9

5.0140
5.014%1
$.0162
5.01£3
Se{)lbh4
5.0165
$.G100

S.0'e?
M. 0108
M. G157
S. 0170
S.6171
G 10172
5.0172
RN
M.0175
2,01 7¢

L.G1T
s L1779
5.01B0

M.01lrl

$. 0182




(FORTRAN IV G LEVEL

21 MAIN DATE =
\__Ql8a 1515 PUNCH_5110LsKT 21X, 1¥,12 )
[ ! ‘
c | ; ba
> [ alL.ock. £ ‘ CUMPUTE_STRIP COUFDINATES
3 i |
< INITIALIZE TF‘IANGUILATION i
. c !
0185 1520 KO 4 2 | ;
c i ! -
c SET CUUNTERS FOR THE COMPUTATION OF DISTANCES
. C § 1
. .0186 Gu TO (152, 1521)!. KKl | §
0187 15211 KKB =5 { ! ;
0188 6O TO (1600, 15264 1523, 1524y 1525}, KK
0189 1523 Kkd = 7 i | '
- 0190 kKA =6 | i
0121 GO TO 1527 !
0192 1524 XKB 2 & |
0193 KKA = & .
0194 L0 TO 1527 \ i
0175 1545 KKB s 8 | .
0196 1526 KKA =5 '
0197 1527 KKC =1 ; '
[ ‘ t E H il
c TRlANGUd&TE STURED PUINTS
c J i
0198 1600 X 2 4 .
0199 K8 <1 :
0200 k2 21 5
0201 G0 TO 1202
c ‘ :
‘¢ TRIANGULATE ADDITIONAL POINTS
S c !
- 0202 1602 KB 52 ;
X 0203 Kl = K4MAX + L
-2 0204 1603 GO TO 2010 |
H c ! i
3 . c POSITIUN VECTOR AND WANT OF INTERSECTION
c ‘ .
" 0205 161l0 1X 4 T4+ PX.
“ 0206 1Y 4 75 + PY ‘l
9 0207 1z 4 16 « PL | ;
C '
c ROUND OFF PRUPERLY ;
> c ‘, '
p=e 0208 X7 o WANT # DSQRTITO) + o5 '
o 0209 IF (WANT) 16%1. 1612, 1612, !
& 0210 1611 K7 4 K7 -1 ! 3
111
>

1a/de/Le

S.C1HG

S.cles
Se 01k
S.LIRT
S.ulPR
Ge Ol N
LGl
5,017l
S. iy
S. 1193
L0196
Seulus
2ef}1 00

fLala?
5.0148
Se 0149
540249

S 0832
f. G203
$.020%

L0705
SeGl0hH
S 0207

5.02:8
5.02C%
5.0210

i
i
'
i
t




;m;»’.‘q‘aﬁ;{fcm, 1-3;4.,;:93' !,,;351;;_-..,;.“:@_‘,__

o

L e s e i

(CFORTRAN 1V G LEVEL 21 MAIN DATE = T23%s 14732712 PAGE GO0K
0211 1612 WRITE_ (6:55) 101, ID(KL}s 1X, 1¥s 1Ly KT M.021).
0212 [T1F (NICRD) 1614, 1613, lol4d ' P 5.0212
0213 1613 PUNCH 5y 1DLaTE(KLY IXeIY 124 KT
(. 021% lolg GU TO 11620y 160314 KB ! $.0214 :
[ C ! f | | i ) e
c STORE DIrTAHCE FURiSCALlNG NEXT MODEL | ' _ ; '
c ; : | ! !
caib | 16200 GO TO (1621, 1630F, KK1 % : i 50215 !
L02:6 - lo2ll GO TO (1204, 16224 1622y 16224 1622)s KK 5.0216 :
0217 16212 1F [KKA=K1) 1623, 1623, 1204 - S.0217 }
0218 162l IF (K1-KKB) 1624, 1624, 1204 : 5. 0218 i i
0219 162 SLIST(KKL) = ART*{T4-BX) + AREF(TS=BY) ¢ ARI®LTE-GZ) $.0¢17 E :
. 0220 LIN = KKC + 1 ) i i i 1 §.0220 I !
0221 | c0Tro azos l S.0220 |
C ! .
0222 ; 1630 1F (KKC-10) 1631J 1631y 1204 5.02:2 )
0223 1631 1¥ (LISTAKKC)-ID(K1)) 1204, 1624, 1204 Se U3
¢ ‘. ;
C BLOCK F ll PREPARE FUOR NEXT MUDEL
c
0224 . Lvdu e = 5 ' ' T
0225 | 60 Tu (2904 1701} KA RTRIE
0226 1701 101 = 102 ' No02in
0227 1F (IDLN 1000, 2793, 1702 S.u2sl
0228 1702 00 1703 ; 1=144 q.uliH
0229 1703 PPEID = WD) , e ol
0230 GO TO (L7064, 17061y KK1 _ 5.G770
0231 1704 GO TO (1018, 17064 1705, 1706, 1705}, KK f.0c
0232 1705 K8 = b i ! cLurip
0233 , | 1F (kKB - k41 1706, 170¢, 2904 cin2 s
0234 170t K4 = Kh : L0t
0235 no 1707, 1 = 1,10 , 5,025
0236 11*7 LYSTUI) = LIST(I) | e,
0z37 KK 2 = KKl | I S.u237
0238 popn e exe wx | L
0239 Py = py ¢ BY Y
0260 (¥4 S oproy 1 Canan
ural oo rTan b r e e | ST
0242 : 1708 AL = Art ) | I
0243 Mon 5 2 | Lathiad
0244 G0 TO 11f° | S.024k
C
c ! !
C SUBPNUTIHES ‘
C ; i
c PELD A PIINT ! |
¢ | | !
|
L




c |

'1
‘f

|
B

DATE = 723401

|
]
|
|
|
{
l

FORTRAN 1V G LEVEL 21 TTTTTT T maIN
0265 2010 READ__ 15,31 102y IDIKL piWCT)sl= e
0246 1F (102-11D1) 1700, 2011, 1700 .
0247 2011 vl 5 (UL - ®P1) * CX |
0248 vi__ = iVl - PP2) % LY _ . i
0269 u2 o (U2 - PP3) * CX |
0250 v2 s (v2 - PP4) * CY $ |
[ |
c CORRECT IPHOTOGRAPH COURDINATES |
.| c '
0251 KC =1 j \ 1
0252 Tl dul el ‘v1 =Vl |
c : )
c USE FIRST POINT Tq DEFINE POSITION OF PHOTCGRAPH
. c .
0253 G0 YU (zoxz, 2021). K3 '
0254 201f2 K3 ‘ \
0255 1F (u7-d1) 2013, 2013. 2021 i
c .
C FOR ROT&TIUN T0 NtGATlVE PU|lTlnH !
c ! i
0256 2013 ¢ = i
c2s7 2021 T2 £ psaRT 111)
0258 J 412 / DELR ¢ 1.
c259 T3 = J !
2260 T3 4 pFLR * T3 - T2 ’ _
026l Te = (T37CLIST(J)+(DELR- ST3)ECLIST(JI4101772 #CR +CE*T]
0262 K7 =xkC+ 1 ! .
0263 | 00 2022 1 = KCoKT
0264 2022 WEl) = {Wil} & WQ1) * Ta) / F
0265 GO TO (2324, 2999 2025), KC
0266 2024 KC = 3
0267 TL 2 U2 % Uz ¥ V2 4 V2
0268 | GU TO 2021
0269 20215 GU TO (1111, 2°9°. 204G, 20400y K
c
c ZERD nu‘-1 LORMAL EdUATIUNS
,
-
02170 2030 DD 20311 ML = 1020
0271 2021 StM1) = O. : :
0272 6e TO {1110, 12024 1202}y K-
i i '
C VECTOR X2 !
. c |
0273 ZOJO X2 AR1 * U2 ¢ AR4 * v2 + AR7
0274 v2 4 AF2 # U2+ ARS % V2 + KRB
0275 22 = AR3 * U2 0 ARG * V2 + AR9
0276 GO TO 12050, 22301.KA

i -S‘ i

14/32/12

1!&- Ty O, 1

§.0249
Sa0246
S.D2e7
S. 02448
5. 0249
S.025%9

l
5.0251
50252

$.12%3
S.025%
5.0255

- 0265
T.0207
Se22%73
S 02

$. 0270
L.0271
5.0272

5. T3
S5.07 '«

Se 779

S.0:70

PAGE 0GOS
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AL e

('FEE'TRAN’ v oG LRveLl i MA TN DATE = 7234 VY IEY
c COARECTTUN EQUATION FOR SECOND ITERATION
[+ : : )
( c CROSS PRODUCT B * Ul i
0211 2000 T7 = bY - Yl ®BZ ! ' _ S 0317
0278 78 =l vl #"BZ - 1. i | . , 5,0¢13 ;
0279 T9 =l vl - Ul ti By t ; 5.0209 |
c i i i 2
: (d CRUSS PRDDUCT X2 % I8 # UL .
0280 Ty = y2 ¢ 19 <12 % T8 5. 0260
o281 T2 =22 % 17 - %2 * 19 i ) £, 02=1
0202 13 = x2 * T8 -\vz * T7 ! ' | S 0EH2
. c i ! |
. c .CRUSS PRIDUCT UL % X2 AND UL * X2 . B ' :
0283 14 = X2 - UL = 12 ; ' S.00k3
‘0284 15 = UL ¢ Y2 = V1 & X2 S. 076 %
0285 To s ¥2 - VL % 22 - T4 * BY - T5 * BZ L0245
0286 GU TO (2999, 20904 20511, K Sa02 ik
! : N
c ARPLY WEGHT \ '
< l ': : :
0287 2051 IF {KXK) 2090, 2090, 2052 N
0288 2082 T7 = 1./00.16+UL80L4VIAVI)#¥2¢(144U28UZeYV2IEV2IN*2) Gouzeh
02R9 T7 = DSQKTATT) ! AT
0290 | po 205311 = 146 G0
. 0291 20503 T(1) = T7 * T(1} VIR
c FURM THE NIRMAL EQUATIUNS
: c |
0292 2090 M3 =1 \ : TR
0293 . DO 2091 | M1 =1,5 | i \ Koy
0294 PO 2091 | M2 = Ml.6 : ‘
0295 CgM3) =5(M3) ¢ TIM1) ® T(M2) ‘ RTI,
-~ 0296 2091 M3 =M3e) , : [
T 0297 GO TO (1121, 1204, 1301}, K Loarat
[a W c i ! l
- c COLVE THF NORMAL EQuaTions | !
i C FLIMINATION . ! l
2 c ! |
O 0298 21&,0 K7 = i BRI
029 o0 101 L) = ino ! o
u_ 0300 M1 5 KT + i ; O A
] 0301 K7 = ML ¢ 7 - L1 ' el
O 0302 M3 3 K7 l TR
0303 Mo A ML+l i , Sautu)
>= 0304 hb] = KT -1 | i i Ga0) 100
- 03205 00 102 L2 = M4pns ' S 00k
D 0306 Tl = stL2) / S(Ml) i . L5 ub
o 0307 DO 103 | M2 = L2.K7 l i [ S.udul
Ll ; ! i
> : | ;
— | : ¢
Z ‘ | |
2 | \ |
1] ' ‘ |
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(

LEVEL 21

(~%0Rrxh~ v 6 MATN UATE = 72348
0309 M3 s ,
[ 03v9 T S(M3) = s(a) - TLo* sM2) :
0310 102 stt2r = Ti i ! n
A1l 20Q SsAKII.= SIKTL SIMLL ! :
0312 (¥ uLunL 7 st | | |
: ¢ =
c DACK SUBSTITUTION | l | |
¢ | I |
0313 M1 = 20 ! i
0314 DO 105 | L1 = 245 | _ y
0315 M1 A M- 1| l l !
0316 \ 2 4 20 i | | [
0317 M3 dm3 -2 : ! g
0318 - S(ML) = S(M3) ‘ ;
0219 DD 105 | L2 = 2,1 5 :
0220 . | M3 s M3 -1 : ! |
0321 L StH) SUA1) - SEM2) 7 S(M3) i :
032% 105 M2 a2 - 1| i |
0323 | 6o 1o (1120, 22004 22000, K |
0324 120 A2 = a2 - DBZ :

C325

0326

0327

0328

03z9

0330
0331
0332
0333
0334
0338
0336
0337
0338
0339
0340
0341
0342
0343

\ i i i
c UR THIGONAL MATP!X* CULUMNWISE
T H

t
2200 WHITE %

: d
f6e6) Ky (SU1)e1=164200
T 5 .5 AL |
T2 2 & ® A2
T3 A .5 & A3 ¢
Rl = Tz + Az + T3 * A3
RS S 73+ A3 # 71 * Al
R9 ﬂ TI® AL # T2 % A2
| R2 24 71 % AZ + A3
' R4 = 71 # 22 = A3
k3 < 73 % Al - A2
RT 2 T2 # AL+ A2
RO ﬁ T2 * A3 + Al
RB s T2 » A3 - Al ) .
T8 S 1. ¢ o5 % R9 +# T2 * 13 1
DO 2201 | 1=1,9 ! - .
221} RL1Y) = RUI) / T8
Rl = 1, - Rl ¢
RS 41. - Rs |
R9 = 1. - R7
c i \
c FOk ACCURATE LAST DIGIT COMPUTE IMSTEAD
C 17 # .5 * TRY & T3 % A3 ' ;
4 T8 1. /7 %L & TIL )
c T8 # 18 & 3%2.5 - TB & «5¢ = T7 » 18< /7 %1. & T
4 po 2201 | 141.9 i i .
_— A
i
I
1
I ‘
i i
. A
P L
[ | i

14732712

S 1) L
Qaid? st
S.1 310
Sev23ll
$.0312

3.0313
$.0314
§.0315
S.N316
5.0317
$.0318
540319
5.G370
FREYS
S. 3272
£.0323

Le(d3ln

M.OI25
G U3
Lol
Gaovae
U I
e lin fU)
Colsl
Cai)32
Lalr
EIERLIR
Baeh
NLU L
Y027
L.348
He 1349
S.uiasy
S5.030]
5.0362

5.0343

L
1
i
i
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C220] RZIS__ HPTICHTB ...
nl N .5 - RL € +5

R5 A a5 - RS L .5 | :
RS # 3T RG_B o5 e - aes
1
J = 9 ! v | = 5.0%64 i |
Gu TO (1150 2210,| 22101y X | 1 ! $.0245

\ REPLACE MATRIX ARKI( BY MATR!X PRODUCT RITC * AF.Z(V‘

| ‘ .
221l po 2211 | 1 = 1eds3 ' \ )
1 n =| ARt \ l ; ‘
; T2 = AR{T1+1) ' ! ! '
T3 = AR(1+2) ! ;
\ pRAIY o B1* TL 4 RE 12 + RT * 13 i

ARil+1)= R2 ® T1 + RS * 12 + F8 = T3 .
22101 AR(L#2)= B3 * T1 W Re » T2 # R ¥ T3 i
IF (J=91Y 2999 2220, 1510 | . ;

H ! 1
: 2220 BY s BY + D3V
& A ap + 08z i
g GO TO (1300, 1300J 16000, K
c
L - c Pus111ud VECTUR lN STP1P CUGRDINATE SYSTEM
i c % # P1 6 LAMRDAL X1 & O- 5 LA.EDAB )
) C VECTOR X1 |
_ ¢ | ! r
e 0357 2230 GO TO 12231, 22321, MOU o nied
L 0358 ’ 2231 X1 5w ! i ol pina
., 0359 Y1 = | ! 03499
oo 0360 21 =5 1. |
o 0361 | cu To 223¢ \ l \
. ~ 0362 2252 GO TOQ (2431 27331, KO |
I 0363 2233 x1 = AL UL + ALe ¢ VI # ALT :
Yoo 0364 Y1 s ALZ * Ul '+ LS ® V1 ¥ AL | :
- 0365 I ALD * u11¢ ALG * VI o+ ALO ! :
i c ! {
R c CROSS PRODUCT U ¥ ‘X1 & X2i AND 0.0 ,
o 066 223 T T EAE N AL - ootk
) oMT \ 17 '\ 11 ¢ X "‘i X ¢ I¢ ) Couned
o (T uiod 1 IR S UL F Y1 ¢ &< YA
O 03 [ 1poe Vow st e v 1y e Iy [URTRYY
C \
: c CROSS PRIDUCT B ¢ X2
> 0370 ; T4 - py * 12 - 8L ® Y2 Luvil
- 0371 75 - gl & X2 - BX * 12 - . Ga0371
D Q372 . \ Te < sx = Y2 4 BY ¥ X2 % ‘ ! $.037¢
e | i | |
[3H] | i ! |
I 1
Z i | | .
z 3 H i
) \ | '




-' FORTRAN IV

LEVEL

[

U373

0374

03715
-

. 0376
,0377
. 0378
' n379

0380

038l
0382
0383

0384 |
0345
03486
0387

0388
0389

OF -GUELPH,

"

UNIVERSITY

§

2l THAIN
LAMBDALY LAMBOAZ, AND 0. 5 LAMBDA3 |
17 =(lTk * Tl s 1% & T2
WANT =‘IHX * Tl ¢ BY * TZ!

V.5, % _HANKT .

4o

18, & s I
PUSITIDA VECTORy REFERRED TO
T4 | 17 ¢ X1 ﬂ T8 * T1
15 o T7T % YL ¥ TB * T2
16 417 % 21 478 * T2
GO Y0 {1423, 1610, XD
EARGR MEFSAGES
«5 = KT
RITE {646} KBy K5
READ 15,31 1D2
1F (102)] 1060, zoﬁq. 2910
| i
WRITE Il6,6) K8 1011 1Dp2 t
G0 TO 2910 |
WRITE (6-6) K8, (102, 1DAKL)
¢o TO z l i
'|
sTOP |
END 1
| J
' i
l |
!

w T6 ¢ T30/ ‘C
+ B2 * T3k / T8

TOATE = 72348

i

r e ———

ORIGIN !4 FIRST CENTRE

.

l
i
|
|
!
‘.
1
|
|

)
!
|
|

14732712

- 0373
S 0374
$. 03715

5.028

M.0321
M.0382
5.0343

M 0344
$.0G285%
M,0306
5.0287

M. 0391
5.0392

e
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[‘FDRTRAN IV G CEVEL™ ZI DATE™ =" 723656~ T TI17107237 77T
R o BLOCK NU.I1p, PLOT NO.1
i T PoLrnUﬁI'E”KﬁJusrmvnr“UF“SYRWFS‘AND“B(PCK: T
‘ c NRC PROGRAM OF JAHFAFY 24 1967 !
C
¢ = | e 0 SRR SIS SRS B
0001 DOUBLE F%EC!SION L3012 ,GLE30T ) HLI301), TL20MTTL11)45(209), M. 0001
- LGLO5) s XLI 16000+ YL (/160005 ZL 1116001 » TALN L TC LD 4R (N, AL29)
- . 2 TT+T8:TDy XAsYA ZAXDBYBoZBly XCo YC o XSo KLy We XXLo) )
0002 DIMENSION LE(301)4LH(300) 4LS(1600) LPLL600) MY (101),MZ(101) .0002
. 70003 EQUIVALENCE (R{10D,ALL)), ((S(661,GI101y 5.0003
: 1 (ZB,XX(N) )y (XA,X 1iZAs XX14)?
0004 FORMAT(Ik 15,3F9.5)
000S 2l FOR4AT (1H ,216,2X,3P3F10. »2)
© 0006 " 2p FORMAT | (1H +21642X,3P3F10. C.2)
<. 0007 2% FORMAT (2,216 2X,3P3F15.292X¢3P3F10.2)].
0008 _ > g FORMAT J(1HL 17) r 5.0007
0009 qll FORMAT |l23# TOO FEW CONTAOL 5.0008
0010 gl2 FORMAT |(32H4 NORMA S ARE INSOLVABLE) 5.0009
poll . 9B FORMAT {{16H MEMOR 5. CO10
26 FORMAT { 1% ,3P3F12.2,3P3F10.2) ;
o
c .
c BLOCK A | READ GRO L COORDIMNATES
c |
c READ GROUND CONTRO . ?
C L i
0013 5000 I1 E 1 S.0016 !
cola 12 r 1 L0017 i
0015 4000 READ (5,1) LS(1), GLIIL), HL{I2) ' M. 0018
0016 TF(LS (11 4uDT, 4001 i 5.0019
0017 4000l IF (HL(IR)) 4002, .c020
0018 4002 IF (12-3p0) 4003, s.c021 I
9019 4003 LH(I2) LE(IL) 5.6022 :
0029 12 12 + 1 $.0023 i
0021 400/ TF (GLEILDI) 4005, 50024
0022 4005 1F (i1-200) 4006, S.0D35 i
0023 4006 11 - i1 + 1 S.0026 I
0024 GO TN 4000 ha00z7 :
C ‘
c INITIATE BLOCK ADJ
c i
0025 400[7 LPI1) =LE(I1) 50028
0026 XLt1)  =FL(1L) k.0029
0027 ITER E o1 , $.0013
o028 MAXIT B 1 i S.0031
029 l IF fLECIR)) 4011, ! 5.0u32
0030 400F IF (LECIL: = 20) 4010, .0033
0031 4009 LE(IL)} [ 20 5. 0034

ooor

e e ) —
- ——
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FDRTRAN IV G LEVEL 21 MATN DATE = 72364 11s10/23° vaGE G002
0032 4010 MAXIT = LE(Il) o ) R 5.0035
0033 WOITE (6 8) i kS 5 T T mLpuas D T
0034 40101 YL(')  =[Lill) ! H.00137 : l
0035 2L(1) _ =HLI12) i . S.0033 4 ?
(0036 . ril-1 1 5.0039 |
0037 .. 12 F 12 -1 5.0040 | i
€038 | . 13 E Il 5. 0041 | ‘
0039 |° 14 = 12 | 5.0042 i
‘0040 15 =1 | S5.004% ) ;
Q041 1 F 1 5.0044 i
0042 GO TO 5012 F.ooas i |
- H i
g ! . !
LR c BLUCK B | READ CARDS FUR COMPUTATIUN Of FORMULAS . | | :
[ ! : ;
c READ AND| STORE CODES l ! . !
c : i
00643 5010 KREAD p 1 5. 0006
0044 GO TO 40D L ! k.0047 \
0045 501jt IF (LS(IE)) 5012,5900,5010 : | Se0C4H i
0046 5012 IF (L5{I5)49) 5013“.)5000.5010 5.0049
0047 501j3 k11 =-LS(i5) /7 100 ; $.0U50 :
0048 1A =-LS15) = 100 * KIl | | £.0051 ‘
0049 K22 1A 7 10 i | 5.0u42 |
0050 K313 B IA - 10 [ k22 ] , 5.3043
0051 . 1f (1TERF1) 5015, 5014, 5015 ! i S.CU5e r
0052 501% LP(I51) =L1[ ‘ 5. L0%Y ;
0053 6015 IF (MAXIT ~ ITER) 5016, 50LT| 5016 | 5.0056 ;
0054 ' 501l WRITE (6h21) LSUTSPe LPUIS)S XLEIS), YLUTS), ZLUTS) , M.00n7 .
0055 GO TO 5020 i ' 5. 005E ! i
0056 SO17 WRITE (68} LSUIS5) M.0U59 !
c ' i !
- c INITIATE! MATRICES R AND A l ; ! 1 :
c . | .
E 0057 5020 18 k15 + 1 ! ?s.ouw | |
- 0058 DO 5021 | K = 1,18 ‘ 5.0061 ! 1
P 0059 502]l R(K) E 0. 5. 0002 ‘ '
2 0060 ACL) = 1. S.0us3 !
D 0061 ALS) E le ! Se 0050 i ;
0062 Al = 1. | 5. 0082 : '
= c | R— | : .
c SET 1A FPR TESTS,STORE TO L | i |
9 c IF NEEDED  READ TwWO} AXIS POINTS 1 | l
¢ ' !
S 0063 TA F 1A - 11 5. 0066 ' i
f— 10064 0 B 0. | 5.0067 ‘ |
B 0065 IF (XL{15)) 5026,5023,5024 5.0068 i ]
o 0066 502Pp 1f (1A) p0O29, 5029, 5026 S. 0069 1
1 .- i
> !
co— I
Z : i !
= . ! |
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FORTRAN IV G LEVEC 21 MATN TTTTTTTTURATE ®U723647 7 TTTTTAL/107237 ) T OUPAGETDOOY T T
0067 5024 IF (LPLIS) - 1) 5025,5025,5026 5.0070
0068 50?‘!]5"1?) R P - o Y 8 0 1 [ R P s 2 & § 1 R R

[ 00L9 | 5026 KRFAD 2 | ' i 5.0072 f !
0070 K =0 i M.DOT3 )

( ©OQf1 T S AR N N R N | e At 1.0074 il _I B
0072 GO TO 40b i 5.0074 . |
0073 50217 IF (LS(IR)) 5049, B028, 5028 5.0075 | | |
0074 5028 IF (K.LTL2} GO TD [1001 | M.0076 | ; ,
0075 502R KR E 1 | s.0077
0076 15U = 0 5.007H | i I
0017 |’ 17 oI5 + 1 i 546079 :- !

C | | {
C WEAD THE| CONTROL POINTS FIND| EoNyAND H i ' ! |
c { i I
oove 5030 KRFAD : 3 i 1 5. 0u%Q
0079 G0 TO 400 ! [ 5. 0Ub1 i
0080 ' 5035 J1 1 - 17 .]1 f S.0uU82 | | |
0081 1F (LS1I1) 5041),5040,530 | 5.0083 . i
0082 5032 1SuM B oISUM + 1 ; 5. 0006
co83 5033 IF (J1 -| 1001 400,| 400, 5034 | 55,0085 .
00845 503 15 F 15 ¢ 1 ! H 5. 0084 |
0085 LS(15) = -8 ! | | S. 0047 i
0086 5040 16 E 15 - 1 ] i S.00483
0087 IF (ISUM - KL1) §0%9, 5049, 5041 1 5. 0089 | f
0088 £04[1 1SUM ) i 5. 0090 | If
00K9 ' 1 =17 -1 | M. 007 i
0090 1002 1 =1 +1 | M. 0un2 i
0091 J1 E 1 = I7 #1 | S Gun?
0092 GO TD 54D i 5.0093 :
0093 5062 1SUM- E ISuM ¢ 1 5. 0094 | | 1
0094 504 IF (I-16)) 1002,1003,1003 In.oo'as ; i |
: c ! '
c STORE TRANSLATIONS| IN A=ARFA :
! c i
0095 100B A(10) = 0.5 * (XL{18) + XL{jI8+1)) M. 0096 i :
0096 AL11) =] 0.5 # (YU(I8) + YLUIB¢1)) S. 0097 i i
0097 AL12) = 0.5 * (ZL[(1B) ¢ ZL{jIB+1)} 5.0098 : :
0028 J My (1) S. 0059 i i
0099 A(13) B FLUJ) 5.0100 i
0100 Atle)  F GLUJ) 5.0101 !
0101 Jd B MZI1) $.ul02 i
0102 Al15) B HLEJ) * 5.0103 A
0103 IF (ISUM - K22 = KP33) 5049, 5049, 5050 | 5.0104 i :
[+ I | ;
0104 504{9 WRITE (691} | M.0105 : )
0108 GO TQ 5011 | S.0106 ‘ 5
[ H i {
C | “ ! t
- l | !
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BRIRAN IV G LEVEL 21 MATR e SRR TR TEYRET T T 11710723
0140 5061 A(15) = A{15) ¢ SIMl} o S.0141
e l e+ e s e -
‘ c FOR LMPRDVING THE PLANIMETth ADJUSTMENT
0l4l co T 51p0 S.0142
- _ - e
0162 soelv AL13) AL10) %.01«3
0143 Al 14) A(11} 5.0144
* 0l4% AL15) Atr2) 5.0145
. ¢ :
o c COMPUTE FORMULAS ura AX15-0F=FLIGHT CODRDINATES
. e
0145 5070 1F (IA) 300, 5300, 5071 5.0146
0166 507t 1 18 ¢ 1 | Sluia7
0147 KT 3 5.014%
0148 G0 TO 50 §. 0147
0149 5073 18 DSURT(XAR*Z ¢ Yas*Z] H 5.U150
6150 7 XA / T8 | 5.0151
0151 T8 va 7 T8 | 5.0152
o152 M1 0 i ! ! 5.0153
- 0153 st1) 7 - 1. | i | S.0l54
0154 Sy =-T8 | , , ! 5.0155
0155 GO 70 5051 ! : | % S, 0156
¢ \ | - i | |
c SUAROUTINE FGR THE COMPUTATIGN OF HORMAL 1 ;
c EQUATIDNF FOR ALL PLANIMETRIC AOJUSTMEPTS i ! i
c . ; i i
0156 510/ N Lokt e | i ; i 5.0197
0157 N1 ! L | 5.01%8
o158 W LOSQRT (1000 * YL{1B-1)) i 5. 0159
0159 KT = 1 i | i S.ule0
0160 po s101 {1 = 1,120 i : S.0lnl
0161 5101 St1) = 0. . i Y. 0in2
o162 (1) 1. ! _ 5.0153
0163 TT(L} 0. : i T 0164
0164 1 =17 1 i 1oules
0165 1004 1 =1 + E _ Moatab
ole6 Ji Bo1o- 17 #1 | ! : S.3len
g1n? J oMy (Jlt i ‘ : S.0167
ol68 1FLJ) 5102, 5106, 5102 i i 5.0le8
0169 5102 6O TO (501, 51031, KB ; & 0126
0170 S107 XA LT ‘ I s oibio
0171 YA E vy i E f.ux71
N [+ | b :
[ ¥ORM A C' RRECTIGN 'EQUATIDN FLR PLANIMETRIC ADJUSTMENT :
0172 510l NO 5125 | M2 = 1-K1 ' $.0172
0173 [ “2 ¢+ 1 \ i $.0173
0174 TIML} XA ¥ i.r2) - YA x TTUM2) ! ‘ $.01T4
| | |
| !
l ‘ :
o i 5 ;

. er (_n.n.in”p,.,s g

“PAGE 00057



FORTRAN IV G TEvEL 21 AIN )
[ 0175 5105 TT(M1) = YA * TIH2) 4+ XA & TT(M2)

0176 TINID FLOIT = A4137 = T2 —_—
0177 TTUNL) GLLJ) - ptla) - TR | |
i c I _w_w““.M“MWML__,"_+,__,ML*__

C TC FORM [THE NunnAd*EouArluns | o

0178 1F (3 - 137 110, 110, 114 |

«
“o179 510k 1F (1-16) 1004,5107,5107 \
. ¢ ! '
C TO SGLVE| THE NORMAL EQUATICHNS } !
0180 5107 GO TO 10 i { |
c
L oiel §110 GO TO (5051, 53301, XB ; l %
e B
3 C | ' :
[ SULROUTIJIE FOR THE COMPUTATILN OF ! !
c NDRMAL E UATIONS FPR ALL H-hDJUSTMENTSi i
c i | i

o182 52000 N F K2 ¢ K381 ! |

0183 1 N1 = N o+ 1 | |
- D184 W pSCRILIOP0. * ZLETd=12) , |
© n1es KT 2 | i |

0186 DO 5201 | 1 = 1,209 : f
0187 5200 St1) 0. | ] \ |
o188 o= 17-1 1 | : I
0189 1005 1 = 1¢1 } . ! i
0190 Ji .1 - 17 ¢ 1 l | :
0191, J Mz (J1)
0192 TF (J) 5202, 5207, 5202 \
0193 .« 520k GO TD 501y 520331, KB
0194 s203 XA A1)
0195 YA Yo
0196 A wnen
\ ¢ : b | |
c FORM A CDRRECTION EQUATILN FDR HEIGHT ADJUSTMENT
0197 520% DO 5205 | M2 = 1,K2 |
0198 M1 M2 + 1 i
0199 52005 T(ML) XA * TUH2) ‘
0200 XS YA | \
0201 Lo 5206 | M2 = 1.x3 \ ! ‘
0202 M1 E oML o+ 1 i |
0203 TIML) XS ‘ i H
0204 52006 XS XS * XA | . ‘
0205 THL) MLLJ) - AtLS) - ZA‘- TO * (XA%S2 » YA22)
c
C 70 FURM [THE NORMAL] EQUATIONS
0206 IF (4 - 1&) 110, 110, 114
0207 .

i

i |
52007 1F (1-16) xooﬁ.szor.szoa !
!

‘\
|

[
—_——

|
\
|
|

11/10/23

e e s

{

|
|
i,
i
E
|
|
"g
|
|
|
|
|

5.0175
$.01786
5.0177

Mo QL#0

|
Se0141

|

.01
Setamt
5.01"%
S.ulhl
S.0Lns
s.o1ed
Mad1 PR
Mol sD
S. 017
S.0170
S.0l91
5, 0192
5.0193
SelN%

5.0155

|
5.0195
L0197
'$. 01498
Sl
S.02u1
SaDEul
S.u202
5.0203
5.0204
I
!
5.020%
Me0226

PACE O0UY

et e g

|
|
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AFORTRAN TV G LEVEL 7207777 777 77 TTTMAIN T T LATE 3772364 11710723 PAGE 0007
4§ C
T TOOSULVEN THE MORNMAL FAUATICHS © 7 | =y
0208 5208 GO TU 100 | : f Moo2ul
0209 5210 GO 15067, S3101, kh ! $.0204
\ . GO T 15060, 53101, KA, SR PP S | Y, :
c i ' . ! i |
c BLOCK D | HEIGHT ADJUSTHENT | | i | (
c { i )
c FIFST,PERFNRM THE LINEAR TR.‘.{NSFGRMATIUH !
. c
0210 530D. KT }- 5 ! ll :
0211 1 =18 =1 | | i
0212 1006 1 = 1 «h : ;
0213 | 6o 10 501 \ ‘ i i
0214 s30h XL(1} XA | | : :
0215 [ vty YA ! ; i
0216 Li1) = ZA ( ;
o217 1F (1-16) 1006,1007,1007 i ‘,
0218 100t K1 = K1l | ; - pauzla
0219 K2 K22 ' ! Seulle
0220 K3 F K32 . 5.0217
0221 Kis o2 ' ' S.u2le
c | : t
[ FOR THE F[]HPUTATIU;N OF THE Fall'uULAS i
0222 GuU T 5200 | i S.0210
C ! i
< STORE THE COEFFICIERTS
VC )
0223 5310 At15) = ALlS) + SUML | ' ; Seusdy
0224 DO 5311 1 = 1,K2 : | : o0zt
0225 M1 =M1 e 1 i f L0222
0226 s31fl TALLY B S(MD) \ | . 5 KR
- 0227 pn 5312 | 1 = 1.%3 i ; i 5.0274
T 0228 M1l = ML ¢ 1 | | ) S.0209
o 0229 5212 11} R S(M1) i ! ! ! 5,027
- 0230 IF (K2 | 11 5313, B213, %314 [ : PP
Ll 0231 5313 T812) R TD | o : 5.u22¢8
o 022 K2 F o2 , ', | S.0229
0 0233 cu IO 5320 | i | %z B
0234 s31le TRL2) F TA(2) ¢ (1D | | ! S.0231
c ' : !
P~ Cc | i ' i i
O c BLOCK € | PLANIMETRIC ADJUSTHENT | i
c i ! ‘ ;
> c F1RST, PERENAM THE HEIGHT ADJUSTHENT ! l : 5
- C | i ! -
7 0235 5320 XS = 1 | ! \ ! 5.0232 i
o 0236 1 =18 -1 : ! _ ( M-0233
(S | |
> . |l '
4 |
) | 1 | | | i




Q UNIVERSITY OF GUELPH,

[’FUR?R#N fv 6 LEVEL 21 MATN DATE = 723664 11710723
0237 1008 [ = 1 +1 M. (1234
(0238 XA Fxutim F ! 1 i 5.0238 7
0239 YA E vt | : 5.0215
0240 ZA-ﬂ_mhwﬂ(u___.,_m_”._ﬂu_w_J_m_m*__L_~“~«_Lﬂ__ Se0 st
0241 GO TO 502 I T L0237
0242 5320t XL(I) xB $.0238
0243 YLD} Y8 5.023%
V0244 . i 78 M. 0240
. 0245 1F (1-16{1 100B,5323,5323 ‘ Ma0241
i C i
c FOR THE EDHPUTAT!OH OF THE FURMULAS ! !
0246 532 GO TO 5100 | M.02&2
C H
C STORE TH{ COEFFICIENTS | '
c : !
0247 5330 J E O | i $.00462
0248 Do 5331 11 = M1,LST ; G063
0249 J F ge 1l | } S.024%
0250 std) T S(1) i [ ! 5.0246%
0251 5331 GLJ) Gl1) : " S.tzht
0252 LPI8-11] = \.v(lﬂ-x!) L : ' Leulad
c H v
c 1 i i ;
c BLOCK F | TRANSFURMATIUN OF CONTKDL POINTS i i !
[ | ; i
0253 5400 KR . 2 } i i Sazon
0254 1 =18 -1 , - 1. a2
0255 1009 1 = 1 +1 i | Moudee)
0256 Ji 1 - 17 +1 | $.025%
0257 . Xe = xL(1) { 5.0251
0258 Y8 YLETY l $.0252
0259 8 roLLLTY \ : ( §.0253
0260 GG T2 507 X ! i S.u2v 4
026) $4011 XLAT) xC | ; I | Seurts
0262 Yutry = Ye | ] i i o b7on
0263 1) 8 | : | S.gont
0264 1F (1 - [IT) 5315, 5461, 546l i i 5.0258
£ :
) ¢ COMPUTE RESIUUALS AMD MEANS i j ;
0265 5461 J MY[J1) | i %.0257
0266 IF J) 5402, 5404,} 5402 { i 5.07L0
0267 54002 XA  xC - FLIW) ! i $.026
0268 YA B ovC - 5Lt | i i S.0262
0269 IF (J - {131 5441, B4sl, 5462 i | S.02¢3
0270 544(1 XC E OFLIJ) | [ 5.0246
0271 YC kGLIJ) ' $.0265
0272 GO TO 54D | 5.0266
0273 §44/2 GO TO (5403, 5604l KS i 5.0267
! 1
1 v } 5
i ’
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(" FORTRAN"TV G CEVEL Z1 RN T T T DAY E S 236 T I 10723 T pAGE 0G0 — ——
L 0274 5403 FLIJ) = xC 5.0268
02-’:’ ‘CL ‘(J‘ F ‘“vc B e (R e T T ""“"‘"""‘I"‘""""""““"'r == - jg. 0?€ q"--—’~;- e eTieem gam | s gt
[__0276 xa k.5 % xA S.0270 i ]
0217 YA = W5 & YA S.0¢71 f |
(0278 XC ExC = XA” - [ “5.0272'“““*’“"‘——"I“‘“““‘—
0279 Ye B YC -« YA E.o:?s ]
.. c )
0280 540k J E MZGJ1) 5.0274 | i
0281 IF (J) 5405, 5407, 5405 ) 5.0275 |
0282 5405 ZA E 20 - HLUW) | 5.0276 ;
0283 IF (J = [14) 5443, 5443, 5444 S.0277 |
0284 S544[ 78 TR HLLY) §.oz7a i f
0285 GD TD 5407 $.0279 [
0286 ° ' 544k GO TO (5%06, 5407). K$ 5.0280 ! i
0267 540k HL{J) F 3 S.uze1 |
02148 A R .5 % 24 S.uze? |
0289 b1 E I8 -~ ZA F.ozua | ]
c j i
c TO WRITE OR MOT / |AND WHAT TD WeITE | i ‘
. C i I
0290 5407 JJ Y 540204 : |
0291 IF (MYIJ1)) 5645, 5446, 5645 S5.0205 : |
0292 54415 JJ r Ja e 2 5.0266 ! |
0293 S446 [F (MZ{J1)) 5447, {5468, 5447 S.ozer f ]
0294 5447 JJ oJd s 1 5. 0218 |
0295 56618 TF (MAXET - ITER) (5411, 5408, &4l 5.02u9 | |
0296 5408 IF (JJ = 2} 5407, 5410, 5409 5. 0200 !
0297 5408 WRITE(6,21)  LSOLMLPOL)y XCWYCy (XX{Ji) s 22l,d0) ! M. 0291 i
0298 : WRITE(T,22) LSUEV4LP UL o XCo¥E, (XX(J) pd=1,J0) : i :
0299 Gh YU S4l11 $.0292 !
0300 5610 WRITE (6,22) LSCI)s LPLL}, XC, YC, ZB,| ZA Mon2u3 [ (
03ul 5611 6O TO (5412, 54211, kS 5.0264 !
0202 5412 IF (JJ.- 1) Salé, 5414, 5415 PR B |
0303 541le 11 S SR 50206 ! i
0304 IF (11 = 300) 5451, 5451, 40% S.0297 i
0305 5451 LECI1) = LP'I) 8. 0708 ! I )
0306 FLII1) = xC 5.0299 } !
0307 GLITZY k= ¥YC 5.0320 i ]
0308 12 Fol2 + 1 5.0301 : H
0309 IF (12 - 300) 5652}, 5452, 4o s.0x02 | |
0310 5452 LH(12) E LP{I) 5.0303 i i
0311 HL(12) = 1B 5.0304 | ! ;
0312 5415 IF (1=-16) 1009, $420, 5420 Mo0303 |
g | ] i
c BLOCK G | TRANSFOFMETING 7 REMAINING PLINTS ! ‘
c
0313 5420 1 k16 ¢+ 1 g+ 0306 [ j
] H
! . , I ‘
I ! i
L =
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FORTRAN IV G LEVEL 21 MAIN DATE = 72304 T 11710723 PAGE 0010
(___6314% KT = & o . o 5.0307 )
0315 KS F 2 I . | S.030d e
‘ 0216 WEITE 16,210 i 1. 0309 !
0317 Gu T4 3402 -~ { S.03to
(— 0318 542 KREAD. F & 5.0311 =
0319 GU TO 40p $.0312
.. 0320 | 5422 IF (LS(IP) 5423, 5800, 500 5.0313
) Y3 RN S 54203 IF (LSIID + 9) 5012, 5900, 5421 5.0316 |
e ' c ! M
. 0322 5900 15 = 0 3.6G315 |
0323 ITER = ITER ¢ 1 5.0316 |
0324 If (1TER| - MAXIT) (5010, 5010, 59)1 5.0317 '
.0325 | S901.WRITE [(6.21) . M.0318 |
170326 IF (LStIP) 5000, 5902, 5902 $.0323 |
0327 | . 5902 STUP r.uazt. i
. C I
c | ‘ |
c SUBROUTINES i |
¢ ? ! |
C i - i
0323 1o 1FGd) 11k, 116, 110 S.0325 | |
0329 111 00 113 ML = 1,N1 L' 5.0476 !
0330 TIML)  p T(ML) » 5.0327 J
0331 G0 TO t1f12, 113D, KT b2 ‘
. 0332 112 TTIML) b TT(ML) # W 5.0%29 | |
© 0333 11{3 CONTINUE 5.037%0 ;
0336 1i%s M3 o1 5.0331 | i
0335 DG 11T ML = 1,0 5.0332 !
0336 DO 117 P2 = ML,N1 S.0333 | '
0337 . GO YO (115, 1160, KT 5.0326 |
0338 116 S(M3) | SIM3) # TTI(ML) * TiT(M2) 5.0215 |
0339 e TGLM3) = GUM3) 4 (T(ML) ¢ TTHMZ2) = TT(ML) * T(M2p 5.0336 ! ‘
N 0240 | 11 S(MI) | 5(M3) + [T(M1) » T(M2) $.0237 |
T 0341 . 11j7 M3 e 13 o4 1 5.0318 !
a 0342 T F L 5.0339 | !
— 01343 GO TO (5106, 52070 KT 5,0360 - |
W c ' ! i
2 . c SOLVE THEE HORMAL EQUATIONS ] | : '
0) c CLIMINAT|ION . : i |
0344 100 LST F O | 5.0341 ,
o 0345 i DO 101 | L1 = 24N 5.0142
0346 4 M1 E LST + 1 $.03462
O 0347 N LST F oML # N # 2 - L1 S.034%
0348 b M3 F LST . : 0345
- 0349 1 My EoMl ¢ 1 <0348
— 0350 k1 MS = LST - 1 ' 5.0347 !
— 0351 DO 102 .2 = MayMS 5,0%435 |
2 0352 IF (S{M1p} 140, 14D, 120 5.0349
m 1
> !
Z !
D |
|
|




ORTRAN TV & CEVEL ~ 217 77 T T UMAINTTT TUOATE = T2)64 11710723 PAGE COLL
035 120 GO TO {121,122}, KT S, 0290
354 YR TTTTTURTAILRYT :S(.“.I)"—-' it I I i 5.0361 i
0355 12p xS FoSiL2l 7 5(eN) ' E | Souanl
03se_ ! | 06 103 [ M2 = L24L5T i : ! 5.0l
35T LI N ki Il I A P et g gahe T T T
! o3ss.. o 18 uEa,ms). K S.0355 | l
0359 12p 61¥3) GiM3) - pS & GIMZY ¢ XI % SUNM2) $.0356 i
0360 ' Uostmay b stz - pz s Guu2y ' 5,087 '
0361 103 StMA)  E Sin3) - XS % SIM2) ‘ $.0358 !
0362 i G0 TO (124,102), KT A §.N159 |
0363 124 GlL2) F Xi I 5,036 , |
0364 10p S(L2) t ) S.0361 |
| o33 CO TO (1R5.101), KT Slue2 | |
© 0366 125 G{LST) GELSTY /] StML) 5.0705 i
0367 101 3(LSTY SILST) /] SIML) S.0h ' !
0368 I TF 4StMI-L1) 140, 140, 126 | 5.0305 ;
0369 126 G0 TO (127,128), KT s.0306 |
0370 127 GLM3) GiMay 7 stma-1) | URIE Y B
0311 123 S(M3) = S(M3) 7 p(M3-1) | ! £.0308 i
' - \ ! : -
€ | pack susstirution | ‘ | : !
0372 I oLst BoM2 LI
0373 \ My LST | ! S.0V70
03174 l no 105 Ll = 2N | ' $.0% 41
0375 bomi = el - 1| ' , | G032
0376 uz LsT | : ; 5,008
0117 \ M3 = M3 - 2 " : | Gatis i
0378 | 60 TO (13141320« KT ; i ST !
0379 ' 131 GIML) GEM3A) ! | 5.0 14 ! |
0380 132 SiM) [ 5tM3) I RS
0381 pn 105 L2 = 2sL1 i S.0°7u : :
038z M3 M3 -1 ! i PSVERE : !
- 0383 60 T 11p3.1360, % i , ; §.04uu | ;
T 0384 13 GeM1) & GIMLY = GIM3) = Sip2) = SiM3) * GIM2) i 5.0381
a 0385 $(H1) SIML) + [G(M3) * Gip2) 5.0342
hr} 0286 13h S(ML) [ SEHL) - SEM3) % SUM2) K. 0383
w 0387 | 10[; M2 M2 - 1 S.03N
- 0388 GO TO (5110, 3210} KT 5.u3ns
c .
O 0389 140 WRITE  {6:92) M.03u8
0390 GO TO 5011 5. 0387
b~ c |
O c READ ALL| CARDS JEXCEPT GROUNDFCONTRUL "DECK
0391 40p i5 B 15 ¢} r i 5.0388
C - 0392 1 = 15 . 5.0n389
'—- 0393 1F ‘ITER - 1) 401, 401, %03 §.031;0
— 0394 soll 1F (15 - 16001 402|, 402, 404 ; k.0391
“Q 0395 402 READ (5..\) LSiTle L2010y XLEY, YLEDD ) 2L0DD 50302
, L Wl
=
4 .
= i
w | | | | o | | | | l

I




(T FORTRAN 1V G LEVEL

11716723 7 777 TpAl

21 MATN DATE = 72364

L0378 403 GO TO 15011, 5027, 5035, 54221, KREAD _..5.0293
0397 40k WRITE %.uaua
2398 $0_TO_57 3o S.0395

- 56395

LINEAR TRANSFORMAT|ION
0399 sgp xL{l) XLl - pt1od 5.0396
0400 YL YLt1) - A(ll) 0397
0401 Lt} wiy) - pt12y 5.0398
- 0402 S0 DO 555 { L0399
0403 555 XX(Kel) kb A(K) #» XL{I) ¢ A{xed) * vL{1 S.0400
0404 GO TO (5D 04, szoa.‘so13. 5073, 5301, 5. 0401
S CORRECTI[IN OF HEIGHT DEFORMATION !

T 0405 502 X8 o 5,0602
0406 vB 2 5.06403
0407 8 k 5.060%
0403 xS ke S. 0600
0409 XL o 5.04u4
0410 00 1,K2 5.0407
0611 X8 = * TH(K) * X2 ¢ FLOAT (K) M.0D408
0412 8 s TBUKY * 5. U4
06413 XS s XS K.0e10
06els 503 X2 . xt S.0all

. 0415 XS Looal2
041t Xz = L0612
0417 Do t K3 5.0614
. 0418 YB TCIKY) » Bevals
0419 Zo - TC(K) * é.041o
0420 XS o X& 5.0617
0421 s50p X1 o XA $.0618

" oe22 YR 3 2. TO *= YA & [A ig.o:.}z)
0423 14 = TD & YAre2 B.0420
0424 xB 3 Xt 5.0621
0425 Yo = Ye 5.0422
0426 78 o at1s) 5.0623
0427 1F (14} 5064 [505 5.042%
.. B

4 TRANSFORMATION TO IGROUND COMTROL
0428 505 X2 T8 » XB B T7 * YO 5.0429
0429 X8 17 * XB |- T8 ¢ YB S. 0626
0430 ¥8 S.0427
"43} 5or GO TD (S 5071, KS £.0428
CCKRECTIEN OF PLANIMETRIC DEFORMATION !
0432 sO[T XxC $.0429
0433 Ye £.0430
0435 AA 0431




‘ i UNIVERDII T UT GukLiig,

[‘FUK‘I’R‘IN'W‘C’IE\TEL""?T MAIN T T DATE = T23647 7 11/710/23°
0435 YA = Y8 : $.0432
0436 DO S08 R & 1K1 S 5,042
Na37 3} m K ¢+ 1 5.04636
0438 xC e xC ¢ SIM1) @ XA = GIM1) * YA 5.04735
39 YT - YCTF G ML TE XA STML) TRTYA TTU8J0436
0840 xs kXA * XB [ YA » YB K. 0437
044 f*e YA .« YA & Xb ¢ XA & YB 5.0438
‘0442 '} ° < S0B XA p XS S.0439
© QA4 . N RS (- h XB ¢ XC- B A1) . 0440
LoALe RS {4 = YB ¢ YC ¢+ A{14) S5.0441
0445 GO0 TO (5%01, 530)4] KS 5.0442
4
c * SEARCH EASTING AND; NORTHING
1YY 53 DO 532 U = 1.11 Se0643
. 0447 1E (LPI1) - LELJ))} 532, 531, 532 S 0606
L. 0448 S31 MY (J)) J i f.UkGS
0449 GO TO (5032, 540}, KR L0446
0450 §32 CONTINUE 1 5.0667
0651 MY (J1) F O 5.0448
0452 G0 TD (5033, 54004 KP 504649
c .
c SEARCH HE IGMT
0453 560 DU 962 Y12 ', 0450
Qu5% IF (LPUI) =~ LHIJ)) 542, 5414 542 5.0491
045% Seil MIIJLY Kk I B.0452
0456 G0 T3 (5p4az, 5a01, KR 1 PP
0457 542 CORTINUC . SeU4LG
0458 MZJ1) F O ! REITEAC
0659 . GO YO 4594«. 54013 KR | L0450
c | |
c MATRLIX MULTIPLICAT{ION
0460 560 M = 15 S. 65T
T oabl 00 561 L = 1973 | 5,065
. 0AK2 0o 561 |l = 1,3 <0669
0463 M . M+ ] <040
Ohbh 56l ALH) e R{I)CALJ) ¢ A(1+3)PALJeL) & RITeOI*ALI0R2) 5.0461
0465 00 562 |1 = 1,9 Pe G462
0466 562 ALT) = all ¢ L5 5.0603
0467 GO TO (5153, 5061, 5300, KT 5.lbbs
0468 END |
EI |
|

PAGE 0013
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c THIS _PROGHAIL A BIGITAL

£ SURFACE .VOLUME C l ‘
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READ MATR (X BY HOWS
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- 90 FORMAT(V3®)
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kD) INTEG v ; o
40 DATA PPLLCN.HLLEN.LPLLEN HAXXZX-MAXIZY-JJ 0u005400
0 1/1500.200.500.100. 104254, BT L L [ ——
nmmp\ JAUTFMT/IEMTLA) o ot o [0G005000;
F AR B L] .( 10 ., 00005700
0 = SETA oonossod
AN S i_u_d-_qn_»unocoowo '
URROUTINE LﬂhL(‘ LENSLPLsLPFe HT. R ‘ * 00006000
CTHTS ROUTINE EQ?Anklsnﬁs TNITLAL: LOW' P . ITHE SURFAGE . L AgL06Ed :
c#.ltt*t####&#####*# *###t### *##tt#######ttt't*#**##tt#ﬁt't #&#t##t*####OUUQGZG !:.‘_"'
CINPUT |2 THE [SURFACE RATRIN e 0 e 20 3 00506300 - *
i |zx & 1ZY THE SIZE OF L - ST R e '.oouqaaoq
GUTPUT -~ THE NUMBER: GF LOW POlNTS 0N, THE SURFACE<p'_ . 0000059
E - & LIST OF THE, LiOW. pnlnr CCa’ns A 0000660
. hpe LISTODF LUK PT FLAGS. S hory 000067 JU =
o llve . LIsT.DF Low BT LEvELS | oo T g 0CO6BCO -
- !5,-LRST F HEIGHIS OF LOW PTS o oo | e 10060690
VarpYiagr) L I e oooaIQng
o COM N/DTMZId o zx.xzv.n xex HAXIZY-MAXLENiBLLENoPPLLEN oocuTlY
" INTEGER BLLENWPPLLEN RS RcH ETAF 06007200
. CUIMEING TON ZIMAXTZXsMAXTZY) O Ry TR . 00207300
" INTEGF R 2 LPL(4AXLFN-£!.LVL(MAXLENI;LPFIMAXLEul : 0LE0T400
REALIFS HTS(MAXLEN) A S EEATE L e LT 00007500 .4
: : i . PR i = 00097600 5
Ve A - - QuOo 7700
NCRF&SING nnu COORDS . WITHIN INCREASING COLUMN COORDS . V0007800
START AT 12.?1. END;ATx(lZXﬂIVIZY‘1)3 h  OuC07920
& TN B < SR aocusouq
: 00C08100;
[=2,1LIM e 00008200
D0 10 J=2.JLIM, . 00008300}
LY POINT =2114d) 3 0 Ay 00008490
C. BRANCH 1 HEIGHT upochusu AT POINT ) 0060850
S JR(PPINT LT 0060060, TO 10 T -QCU0BALO
cnupnns ITH ADJACENT POINTSLBRANCH.TF| NOT L T 0V00ATUO
TELUPOINTGTLZ{tT sd=17) - URa IPCINTSG LZ{I-1,J)1)GO TD 10 000088900
B “lFlt DINTGE #Z[l Lod¢ ) ol «(POINT.GE. 2L1¢1,J)D )60 TO 10} G0 0VBYN0
w;,c ADD LOW. [POINT’ ru LHH POINT ‘st © ' 3 . . 0O CQYVC0
W4 'LEN-.EN+1“ g ; g 00009100
IFILE N.GT-MAXL‘ : 000092 20!
00009320
0L009400
- 00009500
. - LPFILENI=D o 00003960
' .aursc EN)= z(l Jy : 00009700
G\ 00J098390
Ao cuur:nue 0UG09930
. RO CONT|INUE S 0U010000
CEIF No LOWS FOUMD TERMINATE PROGKAM 00010100
‘ SE(LFNeF QD) RETURN 1. ik 3 00010230
ce DTHFRNISF PRINT OLT.LOWS AN RETURN | - Sy 0001u300
1 FORM r('x'.lox "OUTPUT DATA FUR STAGE L= LEVFL 1') V0019325,
CWRITE (oedd 7B 1o 8 e AR VL010350
RIT ;a.z)LrN.ctLPl|I.J).J=1.21.1= B R T . 00510400
nnM‘rlf/xb. lNl’.AL LOW POINTS FnR‘SURFACE 10742130 00010500
e RRGETTY FEn S o e . 00010800
BN EL ] A ‘ oz o) o : 00010900
ER. nF LoW PO!NTS;iXC£ .15.' INCREASF VALUE OF; 00011000
Ak TR S U AT A - | ogolrloo




A e e -4

sTar
END
c.'.ﬁ".“““‘ ﬁ‘\‘#&ﬁ&04\‘0‘"“'0@6#0#."1‘06
BROE LD L QL 4 ALTALEALESS

LLEVEL ) |

LN

GUELED

UNIVERSITY - OF

(7

98

C - INPUY: 2 DAT

| © tFaL | INDICES OF FIRST Al

Nl iaiaksiaialz i

mmTmeneonn oo

vrL - L{IST OF BASIN VOLUMES]
IST OF BASIN ARFAS |
JUR POINT COURDINA TE|

PPL -

P .
BNL - EASIN NUMRER L1ST TG MATCH PPUS wITH BASINS

Z - THE UATA MATKIX FILLED )

‘QUTPUT | .

IFLG - LOGIGAL MATRIX INMLIC

; AREA - L 15T OF DASIN ARFAS |
... BNL BASIN NUMBLR LIST.
WORK AR[EAS SPC--| LIST
s spit - LIST OF SURRJUNDING
i "BPC = LIST. UF SAISIN PUINTS
BPt — LIST OF BASIN POINT

"~BAS|NLNUMHER-NUMBER OF BIASIN POINT
" BASIN POINT COPRDS. AND
ki 7 i .- B .k

T COMMEINZD TR/ J Sl ZXe T ZY (HAXTIX o MAX 1 Z
couMpn pI1st | Lo R
INTEGER FPLLENJBLLEN S
:. DIMENSION ZIMAXIZXeMAXTZY )W VEL (LPL
 LOGICAL®1 ZFLGIMAXTZXeMAXIZY }eFLAG
" INTFREReZ: PPLIPPLLEN2) oL PLILPLLEN
 LPPRIMAXT ZX, MAXIZYY A
. INTEGER®2 dLANr.PEE
INTEGER SPLEN
INTEGER®2 ADJIRe2)7001e0=1ole00e=1
DATA! HIGH/10E3D/

N T A G IR N 3
~E SUBROUTINE TO CALCULATE UASI% DATA FCKi GIVIN LIVEL
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